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Preface

Although for many years much effort has been devoted to advancing artifi-
cial/computational intelligence and soft computing, no formal studies have ever
been conducted to properly address the concept of sapience (wisdom) in the context
of artificial techniques. We believe that the attempt to attain human sapience
(wisdom) by artificial means and its formalization is a step in the right direction
beyond the artificial/computational intelligence and soft computing disciplines. Is
it warranted? Have we achieved a level of modeling smart systems that justifies
talking about sapience (wisdom)? This book presents computational paradigms
describing lower- and higher-level cognitive functions, including mechanisms of
concepts, instincts, emotions, situated behavior, language communication, and
social functioning. Hierarchical organization of the mind is considered, leading to
explanations of the highest human abilities for the beautiful and the sublime. The
opening chapters discuss philosophical, historical, and semiotic ideas about what
properties are expected from sapient (wise) systems. Subsequent chapters describe
mathematical and engineering views on sapience, relating these to philosophical,
semiotic, cognitive, and neuro biological perspectives.
Chapter 1, “Can Creativity Be Formalized? Peircean Reflections on the Role of
Abduction in Human Intelligence,” by Darin McNabb Costa, discusses fundamental
ideas of Peircean semiotics. According to C. S. Peirce abduction is the main mech-
anism of hypothesis formation. The chapter situates abduction in the architectonic
structure of Peirce philosophy, its relation to his categorial scheme, and the meta-
physical consequences that it implies. Categories are abstract conceptions whose
function is to divide up reality into its basic constituents and to unify experience
so as to make reality knowable. With a complete set of categories, there is a way
to account for anything that we might experience. Aristotle delineated a list of ten
categories (substance, quantity, time, relation, position, etc.), and Kant had twelve.
Peirce defined only three: firstness, secondness, and thirdness, designating them in
terms of numbers because they are relational concepts, referring to the basic ways
in which things can relate to one another. Simplifying Peircean definitions, first-
ness can be understood as a complete unity; secondness is an unconscious unique
unrepeatable existences-interactions in space and time; and thirdness encompasses
relationships and consciousness. Sapient systems should exhibit all three types of
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abilities in order to form fruitful hypotheses for advancing their knowledge of the
world around them.
Chapter 2, “On Plasticity, Complexity, and Sapient Systems,” by Carlos Rubén de
la Mora-Basáñez, Alejandro Guerra-Hernández, V. Angélica García-Vega, and Luc
Steels, emphasizes that sapient agents should be capable of “insight” and “sound
judgment.” Understanding cognitive functionality of such systems requires biolog-
ical referents. New mathematical methods required to achieve sapience include so-
called complex networks, characterized by small-world and scale-free networks,
which relate to anatomical and functional properties of cognitive processes. Human
sapience includes innate biological motivations for abstracting knowledge and
adapting its behavior to drive further knowledge acquisition and improve social
interactions (mainly through language).
Chapter 3, “Sapience, Consciousness, and the Knowledge Instinct (Prolegomena to
a Physical Theory),” by Leonid Perlovsky, presents a mathematical theory of sapi-
ence and consciousness. It includes higher mental abilities for concepts, emotions,
instincts, understanding, imagination, intuition, creativity, beautiful, and sublime.
The knowledge instinct drives our understanding of the world. Aesthetic emotions,
our needs for beautiful and sublime, are related to the knowledge instinct. Perlovsky
considers neurobiological grounds as well as difficulties encountered since the
1950s by previous attempts at mathematical modeling of the mind. Dynamic logic,
the mathematics of the knowledge instinct, is related to cognitive and philosophical
discussions about the mind and sapience. It describes how firstness evolves into
secondness and thirdness in processes of differentiation and synthesis, leading to
the creation of a multitude of forms—models in the mind corresponding to life
experience. Evolution of consciousness and the role of the unconscious is related to
the hierarchy of the mind’s organization. The chapter gives a mathematical descrip-
tion of symbol processes, which, according to Jung, connect the conscious and
the unconscious. Mathematical discussions are related to the thoughts of Aristo-
tle and Kant, Freud and Jung, Searle, Chalmers, and Grossberg. Consciousness is
considered as a process in a state of continuing emergence. The knowledge instinct
is similar to the most general physical laws in the following aspect: There is no
contradiction between causality and teleology; they are mathematically equivalent
at the very basic level of fundamental physics. For complex systems, described by
statistical physics, entropy rules and random chance prevails. A revolutionary aspect
of the knowledge instinct is that it defines a purposeful evolution for a very complex
system. The human mind guided by maximization of knowledge evolves so that
causal dynamics and purposeful dynamics (teleology) are equivalent.
Chapters 4 through 9 discuss various aspects of what is expected of sapient agents.
“A Real-Time Agent System Perspective of Meaning and Sapience,” by Ricardo
Sanz, Julita Bermejo, Ignacio López, and Jaime Gómez, proposes an interpreta-
tion of sapience in terms of social interactions. Sapient agents are able to generate
meanings and knowledge useful for the other, beyond the generation of meanings
for the self. Wisdom is attributed to an agent by others when they can use knowledge
generated by the agent. “Toward BDI Sapient Agents: Learning Intentionally,” by
Alejandro Guerra-Hernández, and Gustavo Ortíz-Hernández, discusses intentional
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and social learning necessary for the practical implementations of the BDI (belief,
desire, intention) agents. These agents take a step toward introspection: they eval-
uate the validity of their practical reasons and modify them trying to avoid failure.
Discussion of this type of agent continues in “Toward Wisdom in Procedural Rea-
soning: DBI, not BDI,” by Kirk A. Weigand. A fundamental shift in order from BDI
to DBI is proposed so that desire precedes belief and intention. DBI agents utilize
procedural reasoning, an essential aspect of sapience, following the process philoso-
phy of Alfred North Whitehead and the philosophy of embodiment of George Lakoff
and Mark Johnson. DBI agents use aesthetic, affective, and emotional mechanisms.
“Sapients in a Sandbox,” by Pablo Noriega, approaches the notion of sapient sys-
tems from the contrarian and unlikely perspective of stupidity. It considers agents
whose cognitive capabilities are limited by design, whereas sapient behavior results
from the collective interaction within a regulated social environment. In “Sapient
Agents—Seven Approaches,” Zbigniew Skolicki and Tomasz Arciszewski suggest
that sapient agents are characterized by multiple levels of knowledge representation,
including domain knowledge; abilities for tactical decisions and global strategies in
the context of planning; exploration of new representations; and evolutionary com-
putation. In “A Characterization of Sapient Agents,” Martijn van Otterlo, Marco
Wiering, Mehdi Dastani, and John-Jules Meyer consider beliefs, desires, emotions,
goals, and plans among sapient abilities. A sapient agent learns its cognitive state
and capabilities through experience using relational reinforcement learning; it inter-
acts with other agents and the social environment.
In Chapter 10, René V. Mayorga presents a paradigm, from a cybernetics point
of view, which can contribute with some essential aspects toward establishing
a baseline for the development of artificial / computational sapience (wisdom)
as new disciplines. It is demonstrated that, under the proposed paradigm, artifi-
cial/computational sapience (wisdom) methodologies can be developed as a natural
extension of some soft computing and computational intelligence approaches. It is
also shown that the proposed paradigm serves as a general framework for the devel-
opment of intelligent/sapient (wise) systems. In particular, some principles of learn-
ing, adaptation, and knowledge (essential for cognition) are properly addressed, and
the concepts of stability, discerning, and inference (as a condition for judgment)
are considered. It is postulated that under the proposed paradigm, artificial systems’
inferential capabilities, their ability to determine (concurrently and/or sequentially)
direct and inverse relationships, and their capability to consider global aspects and
objectives, can contribute to built-up knowledge with a capacity for cognition and
sound judgment, thus, leading to sapient (wise) systems. Furthermore, it is also
demonstrated that under the proposed paradigm, it is possible to establish some
performance criteria for the proper design and operation of intelligent and sapient
(wise) systems.
Chapters 11 through 15 discuss mechanisms of various aspects of sapience. “Bis-
apient Structures for Intelligent Control,” by Ron Cottam, Willy Ranson, and Roger
Vounckx suggests that sapience emerges as an ability for autonomous control in a
birational hierarchical structure. Birational hierarchy involves two sapiences inter-
acting through mechanisms of mirror neurons. This is a useful metaphor for all
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of the brain’s information processing, including autoempathy, responsible for the-
ory of self, Metzinger’s ‘illusory self,’ presence transfer, and theory of mind. José
Negrete-Martínez, in “Paradigms behind a Discussion on Artificial Intelligent/Smart
Systems,” discusses the roles of consciousness, logic, recognition, self-organized
responses, and low-level modular structures. Quantum computations are considered
as mechanisms of consciousness; artificial neural networks for recognition; and
chaotic behavior for symbol generation. An essential aspect of smart systems is
to combine paradigms so that a system is smarter than its individual components.
“Kinetics, Evolution and Sapient Systems,” by V. Angélica García-Vega, Carlos
Rubén De La Mora-Basáñez, and Ana María Acosta-Roa, considers anticipatory
behavior as an essential aspect of a sapient system. Anticipation is related to loco-
motion modulated by perception. In “Emotions and Sapient Robots,” V. Angélica
García-Vega and Carlos Rubén de la Mora-Basáñez review the role of emotions in
reasoning and behavior. They model emotions as special types of adaptive cognitive
processes and propose architectures for sapient robots with an embedded emotion
model. In “Scheme of an Abducing Brain-Based Robot,” by José Negrete-Martínez,
sapience is modeled as inverse perception. The inverse perception ability provides a
representation of the real world (by abduction). Inverse perception drives local incre-
mental motor functions, whereas planning large movements requires global inverse
motor function. The robot-brain modules are tentatively mapped to the human-brain
modules.
Finally, Chapter 16 describes a new robot control architecture based on self-
organization of self-inhibiting modules. The architecture is modular and can gener-
ate a complex behavior repertoire by the addition of new modules. This architecture
can evolve, in the hands of the designer, to a robotic version of Nilsson’s habile
system. Required evolutionary steps begin with improved mechatronics, continue
with improved pattern recognition, and end with a symbol manipulation that adapts
the previous improvements.
This book will be most useful for researchers, practitioners, and professionals in
the areas of artificial and computational intelligence, soft computing, intelligent
systems, decision and control, predictive systems, financial engineering, pattern
recognition, biologically inspired algorithms, and modeling of the mind. It will also
be of great interest to quantitative psychology scholars and for psychologists inter-
ested in mathematical models, and can be recommend as a supplemental reading for
advanced undergraduates and graduate students in these areas.

René V. Mayorga
Leonid I. Perlovsky

December 2007
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Can Creativity Be Formalized? Peircean
Reflections on the Role of Abduction
in Human Intelligence

Darin McNabb Costa

Abstract C.S. Peirce’s notion of abduction, or hypothesis formation, is of great
interest among researchers in diverse disciplines. In the cognitive sciences and artifi-
cial intelligence communities especially, the possibility of formalizing the abductive
process has generated much discussion. However, much of what is said about abduc-
tion in these contexts betrays little understanding of Peirce’s thought as a whole, an
understanding that would serve to heuristically limit many claims about abduction,
such as the possibility of its formalization. This chapter aims to situate abduction
in the architectonic structure of Peirce’s philosophy. Its relation to his categorial
scheme and the metaphysical consequences it implies, as well as numerous strate-
gies for hypothesis formation, are considered.

1 Introduction

Think of twentieth-century philosophers, and a host of polysyllabic European
names, by turns guttural and sibilant, come immediately to mind. Pronounce the
odd-sounding “Peirce,” and many will either not know what you are talking about,
think you have sneezed, or direct you to the bearded nineteenth-century logicians
conference in the next building. But it is a name well worth looking into. Charles
Sanders Peirce was a logician and scientist whose thought spawned pragmatism and
modern semiotics. In the words of Max Fisch he was a:

Philosopher, mathematician, astronomer, geodesist, surveyor, cartographer, metrologist,
spectroscopist, engineer, inventor, psychologist, philologist, lexicographer, historian of sci-
ence, mathematical economist, lifelong student of medicine, phenomenologist, semiotician,
logician, and metaphysician. He was the first modern experimental psychologist in the
Americas, the first metrologist to use a wave-length of light as a unit of measure, the inventor
of the quincuncial projection of the globe, and the first known conceiver of the design and
theory of an electric switching-circuit computer. (Fisch, 1982)

D.M. Costa
Instituto de Filosofía, Universidad Veracruzana Xalapa, Veracruz, México
e-mail: soydarin@yahoo.com

R.V. Mayorga, L.I. Perlovsky (eds.), Toward Artificial Sapience, 3
C© Springer 2008
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Though neglected for much of the twentieth century, his thought is enjoying a
renaissance as researchers from disciplines as diverse as logic, psychology, peda-
gogy, cognitive science, mathematics, and artificial intelligence are discovering a
veritable goldmine of ideas that allow them to obviate the positivistic clockwork
conception that has so profoundly informed modern research into the natural and
human worlds.

Of the myriad concepts that make up the constellation of Peirce’s thought, there is
one that is of special interest to many researchers in cognitive science and artificial
intelligence, namely, his notion of hypothesis formation or what he called abduc-
tion. As the available literature attests, the AI community is interested in abduc-
tion in hopes that the process can be formalized and implemented in a wide array
of intelligent or expert systems (Aliseda 1997; Aravindan and Dung 1994; Kakas
et al. 1995; Konolige 1996). Although the idea is intriguing and merits research, I
have found that most discussions of abduction in the AI context betray little or no
understanding of Peirce’s thought as a whole. The abductive process is considered
in isolation from the general architecture of Peirce’s philosophical vision, which
leads to erroneous or unfounded claims about abduction that a better understanding
of Peirce’s thought would avoid. Thus, what I wish to do here is sketch the contours
of Peirce’s philosophy relevant to what he says about abduction in hopes that it may
make clear its nature and limits and the possibilities of its formalization.

2 The Categories

The best way to understand Peirce’s philosophy is by first understanding how its
diverse components are structured and interrelated. Whether it be the vast scale of
his cosmological reflections or his minute analysis of the syllogism, we find that
everything in his thought is explicated in terms of his famous triad of categories:
firstness, secondness, and thirdness. Before speaking of these directly let us reflect
on the function of philosophical categories in general. Categories are abstract con-
ceptions whose function is to divide reality up into its basic constituents and to unify
experience so as to make reality knowable. With a complete set of categories there
is a way to account for anything that we might experience. Aristotle had a list of ten
categories (substance, quantity, time, relation, position, etc.), and Kant had twelve.
Peirce has only three: firstness, secondness, and thirdness. He designates them in
terms of numbers because they are relational concepts, referring to the basic ways
in which things can relate to one another. He defines them as follows1:

� Firstness is the mode of being of that which is such as it is, positively and
without reference to anything else. It is that whose being is simply in itself, not
referring to anything nor lying behind anything. In the psychical realm firstness

1 These definitions are amalgams of different characterizations of the categories that Peirce gives
in numerous places in his writings. The musical metaphor I use to illustrate them is taken from
Zeman (see Sebeok, 1977)
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corresponds to pure feeling. It is consciousness that involves no analysis, com-
parison or any process whatsoever, but is characterized as a simple positive qual-
ity. The adjectives he uses to describe it are freshness, presentness, immediacy,
newness, possibility, indeterminacy, originality, spontaneity, and freedom. “It is
what the world was to Adam on the day he opened his eyes to it, before he had
drawn any distinctions, or had become conscious of his own existence.” As feel-
ing, firstness is the category of the prereflexive. Sitting back and enjoying a piece
of music (without reflecting on the enjoyment) is close to experiencing a first.

� Secondness is the mode of being of that which is such as it is with respect to
a second but regardless of any third. This category refers to brute factual exis-
tence, to any interaction involving two elements. It is compulsion, effort, effect,
negation, occurrence, brute shock, and resistance. To continue the metaphor, it
is the knock on the door that interrupts the musical reverie. Seconds are unique
unrepeatable existences in space and time. For an empiricist, secondness is
exhaustive of reality, but for Peirce reality is more than a matter of discrete
events occurring at given points in space-time. Reality is also a matter of the
relations between events. Here is where thirdness enters in.

� Thirdness characterizes that which is what it is owing to things between which
it mediates and which it brings into relation to each other. It is the category of
law, habit, continuity, relatedness, and generality. Returning to the metaphor of a
musical performance, the performance in its unreflected immediacy is firstness;
in the actual space-time thereness of its individual notes it is secondness; and
in the identifiable structurings relating its notes, rhythms, and harmonies, it is
thirdness.

Figure 1 gives some examples of how the categories manifest themselves in
Peirce’s philosophy.

A final note concerns the ordinal relationship between the categories. Its not one,
two, three (cardinal), but rather first, second, third (ordinal). There can be no third-
ness, e.g., without firstness and secondness, no mentality or intelligence without a
physical substrate and the capacity to feel, at least for human intelligence. I will
leave this question for the moment and return to discuss firstness in the context of
what Peirce says about abduction.

Let us take a look at the organizational structure of Peirce’s philosophy to see
where abduction is found and the role it plays in the whole (Fig. 2).

Firstness Secondness Thirdness
Ontology Possibility Existence Generality
Metaphysics Chance Facticity Lawfulness
Logic Abduction Induction Deduction
Semiotic Icon Index Symbol
Epistemology Qualities Reactions Mediation
Syllogism Term Proposition Argument
Psychology Feeling Perception Reasoning
Normative science Aesthetics Ethics Logic

Fig. 1 Application of Peirce’s Categories
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Fig. 2 Architectonic
Structure of Peirce’s
Philosophy

Phenomenology
↓

Normative Science
(i) aesthetics

(ii) ethics
(iii) logic

(a) speculative grammar
(b) critic

(1) abduction
(2) induction
(3) deduction

(c) methodeutic

↓
Metaphysics

As in all things Peircean we find the structuring activity of the categories here
as well. As we would expect, these three main branches of philosophy are ordinally
related with metaphysics (thirdness) depending on normative science, which in turn
depends on phenomenology. Abduction is to be found in the normative science of
logic. Logic, as we know, is the study of valid reasoning, but it is also, for Peirce,
synonymous with semiotic, the study of signs, given that all thought takes place in
signs. The science of logic is divided into three branches. Speculative grammar has
to do with the formal conditions of a sign being a sign; critic with the formal con-
ditions under which a symbol can express truth, i.e., the relation between symbols
and their objects; and methodeutic with the formal conditions for the attainment or
communication of truth, i.e., the relation between signs and their interpretants.

In the branch of critic we find another tripartite division, that between abduction,
induction, and deduction (Fig. 3). These of course are the three forms of inference.
As I stated, this part of logic concerns itself with the valid conditions of passing
from one sign to another, which is the very movement of thought. Peirce gives an
example of these three forms of inference.

Fig. 3 Forms of Inference

Deduction
Rule: All the beans from this bag are white.
Case: These beans are from this bag.
Result: These beans are white.

Induction
Case: These beans are from this bag.
Result: These beans are white.
Rule: All the beans from this bag are white.

Hypothesis
Rule: All the beans from this bag are white.
Result: These beans are white.
Case: These beans are from this bag.
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The syllogistic forms of deduction and induction are familiar to us. In the
first, a general rule or law is applied to a particular case in order to infer a
result (universal → particular), and in the second we take a series of particu-
lar cases in our experience and generalize them in order to infer a rule or law
(particular → universal).2 Now, since Archimedes let go his famous “Eureka,” sci-
entists have understood that the process of discovery begins with a good idea, a
hypothesis, but given the mysterious nature of arriving at such an idea it had been
left out of the methodical process of scientific research. Peirce was the first to insist
that hypothesis, or abduction, is an essential element of scientific procedure and
that it is, in fact, the only logical operation that adds anything new to knowledge.
Any scientific investigation, in the pure sense, begins with the recognition of some
surprising fact in our experience, surprising because our current web of beliefs, or
general rules of inference, does not predict it. What is required is a revision of or
addition to these beliefs so that the fact is no longer surprising. So, we are faced
with some surprising fact, X. But if Y were true X would not be surprising. Thus we
have reason to believe the Y is true. Y is the result of the abductive process and is
the first step in scientific discovery. “That which is to be done with the hypothesis,”
says Peirce, “is to trace out its consequences by deduction and compare them with
the results of experiment by induction.”

3 Pragmatism and Abduction

One of the criteria Peirce establishes for the formation of hypotheses is that they
have deducible consequences. It is in fact for this reason that he introduced his
famous pragmatic maxim, as a way to make this passage from one thought to another
as clear as possible, and he directly links the use of the maxim with the abductive
process. Peirce states the maxim as follows: “Consider what effects, that might con-
ceivably have practical bearings, we conceive the object of our conception to have.
Then, our conception of these effects is the whole of our conception of the object”
(CP 5.2).3

The point here is that the meaning of any idea or concept is a function of its
effects. The concept of an object is equivalent to all the conceivable practical effects
of that object in our experience.4 Since a hypothesis is generated so as to remove the

2 It is important to note that for Peirce induction does not discover laws but rather tests hypotheses,
which, if they remain unrefuted by experience, come to assume the mantel of law.
3 I cite two different sources for Peirce’s works. The most common is the Collected Papers of
Charles Sanders Peirce, vols. 1–6, Charles Hartshorne and Paul Weiss (eds.), vols. 7–8, Arthur W.
Burks (ed.), Harvard University Press, Cambridge, MA, 1931–1935, 1958. Citations of this text
take the form n.m indicating volume and paragraph number. The other source is the two volumes
of The Essential Peirce, Selected Philosophical Writings, Nathan Houser and Christian Kloesel
(eds.), Indiana University Press, Bloomington and Indianapolis, IN, 1992, 1998. References take
the form n, m indicating volume and page number.
4 This, by the way, seems to me a completely analogous restatement of the Turing test.
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surprising character of some element of our experience, pragmatism amounts, for
Peirce, to analyzing the effect that that hypothesis will have in modifying our expec-
tations with regard to future experience. The application of the maxim to a given
hypothesis tells us if it is capable of manifesting itself in experiential consequences.
If no such consequences can be imagined, if it is incapable of experimental verifica-
tion, then it is empty, and we should turn our attention to another hypothesis. Peirce
says, “Every single item of scientific theory that stands established today has been
due to abduction . . . Abduction is the process of forming an explanatory hypothesis,
and it is the only logical operation which introduces any new idea” (CP 5.172).
Given that the growth of knowledge depends on abduction, it is vitally important
that we be clear about what a hypothesis entails so that its consequences may be
deduced and inductively tested. This, essentially, is the doctrine of pragmatism.

4 Finding the Right Hypothesis

The maxim is certainly a necessary link in the chain of scientific discovery, but its
exclusive use is hardly sufficient. What most interests the AI community is how the
hypothesis is arrived at. From the possibly infinite fund of available hypotheses how
is it that we arrive relatively quickly at the right one? And more concretely, can this
process be formalized? Peirce says the following about the logic of abduction:

� No reason whatsoever can be given for it, as far as I can discover; and it needs
no reason, since it merely offers suggestions (CP 5.171).

� Abduction is, after all, nothing but guessing (CP 7.219).
� Abduction is the spontaneous conjecture of instinctive reason (CP 6.475).
� However man may have acquired his faculty of divining the ways of Nature, it

has certainly not been by a self-controlled and critical logic. Even now he cannot
give an exact reason for his best guesses (EP2, 217).

� The abductive suggestion comes to us like a flash. It is an act of insight, although
of extremely fallible insight (CP 5.181).

These are comments interspersed throughout Peirce’s writings and reflect his
general belief that the formation of hypotheses is not a rule-governed process, that
it is more instinctual than rational. At this point we can return to my initial dis-
cussion of the categories to understand one of the reasons why abduction is of this
nature. Abduction, as I noted, corresponds to the category of firstness (induction–
secondness and deduction–thirdness). Firstness has to do with that which is as it
is without reference to anything else. A first is monadic and completely undeter-
mined by anything else. Inductions are determined by the successive dyadic force
of objects of our experience and deduction by the mediating force of syllogistic
reasoning, but abductions by nothing. They come to us, as Peirce says, in a flash.

We can see an analogy of this in the ontological manifestation of firstness:
chance. In order to explain the multitudinous novelty of the cosmos, Peirce insists
on the reality of chance spontaneity in events. If chance were merely a word we



Can Creativity Be Formalized? 9

use to describe our ignorance of how things take place, if, in fact, everything is
absolutely determined and necessary and occurs according to a rule (of which we
are ignorant), then we would be left without a way to explain novelty, creation,
and evolution. Such a determinism would “block the road of inquiry,” as Peirce
says, insofar as it posits some ultimate metaphysical entity whose origin cannot be
explained, much as some religious people do with God. So chance, correspond-
ing to firstness, is totally undetermined, just as abduction is in the realm of logical
inference.

Given all this, the fact that one of the greatest logicians of all time nowhere for-
malizes the abductive process as a strictly logical procedure seems, well, perfectly
logical. The real philosophical significance of the nature of abduction is its meta-
physical implication. Peirce speaks on occasion of the relationship between mind
and reality. For example: inquiry can only arrive at the truth if there is “sufficient
affinity between the reasoner’s mind and nature’s to render guessing not altogether
hopeless” (CP 1.121). Although he says that abduction is just guessing, it cannot be
merely that, or else we would still be in caves eating our lunch over a fire. Abduction
is guessing, but the fact is that we guess right more often than not. What can explain
this?

The “affinity” between mind and nature that Peirce speaks of reflects his idealistic
monism, his thesis of continuity, or what he calls synechism, and his doctrine that
matter is but effete mind. Peirce is anti-Cartesian and antidualist to the core. There is
no mind/body split but rather a continuity of all being. Matter is simply mind whose
habits of inference have become so “hide-bound” or crystallized that they have lost
the capacity to change. His logic or metaphysics is not one of substances but rather
of relations (as we see in his categories). What something is is a function of what
it does (pragmatism), and this in turn is a function of the relations it holds at any
given time (an idea to be found in complexity theory, connectionism, systems theory,
etc.). It is “logical” then that abduction be understood in these terms, as the result
of this affinity between mind and nature. If dualism were correct, there would have
to be some rational decision procedure for abduction so as to avoid mere random
guessing. But if the mind has developed under the laws that govern the universe, it
is reasonable to suppose that the mind has a tendency to alight on true hypotheses
concerning the universe.

Although this may sound mystical to some, this is not all Peirce has to say about
abduction. There are certain things we can do to expedite our journey down abduc-
tion’s path. In addition to choosing hypotheses that have experiential consequences
and that are capable of explaining the phenomenon and taking away its surprising
character, there are economic considerations to take into account (EP 2, 107–9).
Peirce mentions three: cost, the value of the thing proposed, and its effect upon
other projects:

� Cost: Those hypotheses that would cost very little to test should be preferred, for
even though they have little to recommend them on other grounds they can be
quickly dispatched, thus clearing the ground and concentrating the attention on
more promising ones.
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� Value: This has to do with considerations that lead us to believe that a given
hypothesis may be true, of which Peirce mentions two kinds—the instinctive
and the reasoned.

(a) Peirce says that we instinctively arrive at the correct hypothesis. Given his
belief that the most adequate way to explain the fact that we arrive quickly
at the right hypothesis instead of drudging through one after the other is
to hypothesize that the human mind is akin to the truth, we should favor
those hypotheses at which we arrive instinctively. “The existence of a natural
instinct for truth is, after all, the sheet anchor of science.”

(b) “If we know any positive facts which render a given hypothesis objectively
probable, they recommend it for inductive testing.”

� Impact of the hypothesis on other projects: It is rare for a given hypothesis to
completely explain the phenomenon under question, for which reason we should
consider how the hypothesis might relate to other questions we may be consid-
ering. For Peirce this consideration leads us to value three different qualities in
hypotheses: caution, breadth, and incomplexity.

(a) Peirce adduces the game of twenty questions to illustrate the quality of
caution. Someone thinks of an object and the other players can ask twenty
questions susceptible of a yes or no answer in order to determine its identity.
The point is to ask skillful questions, and for Peirce the most efficient way
of doing this is by bisecting the possibilities exactly in half. Assuming that
a million objects are commonly known to all the world, questions where
yes and no were equally probable would be capable of identifying the right
object out of a collection numbering 220. “Thus, twenty skillful hypotheses
will ascertain what two hundred thousand stupid ones might fail to do. The
secret of the business lies in the caution which breaks a hypothesis up into
its smallest logical components.”

(b) The question of breadth concerns the applicable extension of hypotheses.
Those hypotheses should be favored, when balanced of course against other
considerations of economy, which offer explanations for the same phe-
nomenon appearing in other contexts. Other things being equal, we should
make our hypotheses as broad as possible.

(c) Incomplexity is sort of like Peirce’s version of Ockham’s razor. Though more
complicated hypotheses may take us nearer the truth in a shorter amount of
time, the use of a simpler hypothesis, although it ends up not panning out,
may be instructive with reference to the formation of the next hypothesis.

5 New Perspectives

I would like to add here another suggestion, not mentioned by Peirce, but inspired
by something he says. I already quoted the following: “The abductive suggestion
comes to us like a flash. It is an act of insight, although of extremely fallible insight.”
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Immediately following this he says: “It is true that the different elements of the
hypothesis were in our minds before; but it is the idea of putting together what
we had never before dreamed of putting together which flashes the new suggestion
before our contemplation.” I am sure that we have all had this “aha” experience
before. In our work we come upon some anomaly, a strange set of facts that does
not fit into the expectations of our current constellation of beliefs. We work hard on
the problem but with no luck, and frustrated, we leave it and move on to something
else. Then, reading some article on an unrelated matter or talking with a colleague
about his or her work, we suddenly have a flash of insight. What we were reading
or talking about allowed us to see the anomalous facts in a new light, from a new
perspective. The facts remain the same. What changes is how we relate or interpret
these facts, or as Peirce says, “the idea of putting together what we had never before
dreamed of putting together.” We suddenly see the problem in a new light.

This metaphor of sight is not casual. We understand sight as being a mode of
perception, and in what I have said I have likened abduction to a form of perception,
a way of seeing or perceiving anomalous facts from a new perspective. Peirce him-
self links perception and abduction in the following comment. He says: “Abductive
inference shades into perceptual judgment without any sharp line of demarcation
between them” (CP 5.181). This is an important passage because it associates two
things that we normally distinguish. When we hear the phrase “abductive infer-
ence” we think of something cognitive, logical, the proposal of a conceptual theory
to mediate our understanding of empirical facts. “Perception,” on the other hand,
connotes something direct and brute, an immediate access to the world. There may
be some who think that we have only to open our eyes and perceive the world to
see how it is, but Peirce would not agree. The images in Fig. 4 have been used in
psychology to show how even perception, or more properly perceptual judgment, is
mediated and interpretative.

The point here is that perception itself is interpretative. If we change how we
see we change what we see. So, what Peirce means when he says that abductive
inference shades into perceptual judgment is that abduction is a process closer in its
nature to perception than to a rational process like deduction. What we are looking
for when we try to generate a hypothesis is a new way of seeing the facts, a new
mode of perception if you will.

So, how do we change from seeing the rabbit to seeing the duck? In order to
answer this we need to understand why we see either the rabbit or the duck in the

Fig. 4 Examples of Perception as Interpretative
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first place. What determines this? The answer, for Peirce, is context. We normally
understand context as a spatiotemporal arrangement of facts in a given situation, but
for Peirce the important thing, that which determines the interaction between two
things or the interpretation by one of the other, is the relation between these facts,
or what he would call habits of inference. The constellation of beliefs that each of
us has forms the backbone of the habits by which each one of us interprets and
understands the world around us. But for Peirce, not only humans, but the world
itself, is characterized by “habits of inference,” by particular forms of reacting to its
environment. This is a reflection of his idealistic monism of which I wrote earlier.
So, we open our eyes and see the world in a certain way because a certain context
constrains us, that context being the relation of habits of inference between us and
the particular part of the world in which we are interested.

Another way of expressing this idea of relation between habits of inference is to
think of the model that Peirce’s thought rejects. In this model we are rational beings
trying to relate to and know an inert hunk of dead matter that is the world. This
is the vision of Cartesian dualism that spawned the epistemological problem that
the next three centuries of European philosophy tried to resolve. Peirce resolved
it by rejecting dualism and conceiving of the being of the cosmos in terms of a
continuum. Nature is not dead matter but rather a living mentality that operates
according to its own habits of inference. When we investigate the world we come
to a closer understanding of it by adapting our own habits of inference to those of
Nature, by synchronizing the two if you will. When we are faced with an anomalous
collection of facts, the two habits of inference are out of sync. Bringing them into
sync is what abduction is all about.

Now let us return to our original question, how do we change from seeing the rab-
bit to seeing the duck? What we need is a way of seeing the facts before us in a new
way. We have to change the context that is constraining our interpretation, i.e., our
habits of inference, so that a new organization of the facts will make sense. Peirce
says that humans, at least, achieve this reorganization by means of diagrammatic
thought:

With these two kinds of signs (symbols and indices) any proposition can be expressed; but
it cannot be reasoned upon, for reasoning consists in the observation that where certain
relations subsist certain others are found, and it accordingly requires the exhibition of the
relations reasoned within an icon. . . . It appears that all deductive reasoning, even simple
syllogism, involves an element of observation; namely, deduction consists in constructing
an icon or diagram the relations of whose parts shall present a complete analogy with those
of the parts of the object of reasoning, of experimenting upon this image in the imagination,
and of observing the result so as to discover unnoticed and hidden relations among the parts.
(EP1, 227)

Peirce speaks here of the imagination, of manipulating the elements represented in
an icon or diagram so as to discover previously hidden or unseen relations. It is
the new representation thus generated that flashes or suggests the abductive infer-
ence. He gives an example of this in an unpublished manuscript [as quoted in Hoff-
mann (1997)]. The “ten point theorem” was a famous problem of geometry whose
solution was found by von Stadt in the nineteenth century. The problem was framed
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in terms of a two-dimensional representation, but von Stadt showed that the theorem
is provable when it is represented in terms of three-dimensional projective geometry.
Von Stadt had done much work in perspective geometry and the relation between
two- and three-dimensional representations. When he came to this problem of the
ten points, the familiar context of his previous work greatly facilitated the creation of
a new representation of, or new way of seeing, the elements in the two-dimensional
problem.

We could call it a stroke of luck that he had this background experience and that
he happened upon the ten-point problem. It is clear that he followed no principled
procedure to find problems fruitfully susceptible to the application of his context.
How to determine the relevance of a context to a specific problem? That question
remains, and I at least see no formalizable solution. In this increasingly specialized
and complex world it is clear that there is no longer room for renaissance men
capable of juggling all the world’s knowledge; there is just too much information to
be held heuristically in one mind. For this reason Peirce never tires of insisting on
the importance of the community of inquirers for the advancement of knowledge.
It is in dialogue with others, especially interdisciplinary dialogue, that new ideas
emerge and solve the problems we face. We may not have the context appropriate
for a given problem, but our colleague working in another field just might.

6 Conclusions

I have not referred directly here to sapience or sapient systems but rather to an
important quality or characteristic that such systems should be able to exhibit—that
of forming fruitful hypotheses to advance their knowledge of the world around them.
Peirce’s basic argument against the possibility of formalizing this ability is meta-
physical in nature. The pervasive and coherent application of his categorial scheme
throughout his philosophical thought leads us, heuristically, to attribute to abduction
the qualities characteristic of firstness and thus to consider it as undetermined. If a
hypothesis could be determinately inferred from antecedents, science would not be a
process of discovery but merely one of an unfolding explanation. In spite of this, we
have considered various strategies for coaxing abduction along its path. Although a
rational ordering of abductive processes is very unlikely, if not impossible, perhaps
the aforementioned strategies can be formally implemented into sapient systems.
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On Plasticity, Complexity, and Sapient Systems

Carlos Rubén de la Mora-Basáñez, Alejandro Guerra-Hernández,
V. Angélica García-Vega, and Luc Steels

Abstract Sapient agents have been characterized as a subclass of intelligent agents
capable of “insight” and “sound judgment.” Although several engineering issues
have been established to characterize sapient agents, biological referents also seem
necessary to understand the cognitive functionality of such systems. Small-world
and scale-free networks, the so-called complex networks, provide a new mathemat-
ical approach to anatomical and functional connectivity related to cognitive pro-
cesses. We argue that complex cognitive functions require such complex connectiv-
ity, which results from epigenetic development through experiences. Particularly we
claim that agents will show complex functionality only if a complex arrangement of
their knowledge is achieved. In this chapter, we propose a model in which situated
agents evolve knowledge networks holding both small-world and scale-free prop-
erties. Experimental results using pragmatic games support explanations about the
conditions required to obtain such networks relating degree distribution and sensing;
clustering coefficient and biological motivations; goals; acquired knowledge; and
attentional focus. This constitutes a relevant advance in the understanding of how
low-level connectivity emerges in artificial agents.

1 Introduction

In the context of artificial intelligence (AI), an intelligent agent (Franklin and
Graesser 1997; Russell and Norvig 1995; Wooldridge and Jennings 1995); is usually
defined as a temporal persistent autonomous system situated within an environment,
sensing and acting in pursuit of its own agenda to achieve its goals, possibly influ-
encing the environment. Russell and Subramanian (1995) argue that an advantage of
such definition is that it allows room to consider different kinds of agents, including
rational agents and even those that are not supposed to have such cognitive faculties.

Because the generality of this definition covers a variety of agents with quite dif-
ferent properties, sapient agents have been characterized as a subclass of intelligent
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agents with “insight” and the capability of “sound judgment.” From an engineer-
ing perspective, Skolicki and Arciszewski (2003) propose seven approaches to
distinguish sapient agents from the entire class of intelligent agents. In terms of
knowledge representation, it is assumed that sapient agents are defined as knowledge
systems. They must be capable of abstracting knowledge and adapting its behavior
to drive further knowledge acquisition; making long-term decisions; and exploit-
ing the representation space, as well as conducting exploration; making strategic
decisions that may not be entirely justified by local results; and recognizing emer-
gent patterns and avoiding undesired attractors in the representation space, while, if
necessary, using various search methods to reach a given attractor.

Even when the issues referred to are useful to differentiate the subclass of sapient
agents, we argue that both biological and social referents are also required to do the
same. Biological inspiration has been always present in AI, although not always
explicitly, with the aim of emulating complex cognitive behaviors. In particular,
behavior-based AI (Brooks 1990; Smithers 1992; Steels and Brooks 1995) empha-
sizes the necessity of working with autonomous, embodied, and situated systems,
always arguing biological referents. Brooks et al. (1998) considers embodiment,
development, social interaction, and sensorial integration as methodologies to con-
struct humanoids. Zlatev and Balkenius (2001) identify embodiment, situatedness,
and development as the main issues to built epigenetic robots. Prince (2002) consid-
ers the ability to construct potential complex skills based on developmental archi-
tectures, sensory motor integration, and imitation. McIntyre et al. (2002) consider
the need for structural issues, as well as other external factors to achieve adequate
dynamics and then an appropriated development, e.g., social, individual, and envi-
ronmental stability and group size, among others. All these approaches consider
development an important issue. Some of them do it from the point of view of devel-
opmental psychology, following Piaget like Drescher (1991) and Stojanov (2001).
Others add social interactions, mainly in language research (Steels 1996a, 1997) or
neurobiological modeling (Montague and Dayan 1998).

However, a better conceptualization is required. Some of these issues are not
well defined or even have different connotations, as embodiment (Ziemke 2001),
autonomy (Collier 2000), or even the epigenetic concept (Lederberg 2001, Levenson
and Sweatt 2005). Moreover, there is a lack of global measures mainly because,
being biologically inspired models, their validation involves comparisons with the
functionality of observed systems, but also because only recently a kind of universal
way of organization in connectivity has been found, the so-called complex networks:
small-world and scale-free networks.

Properties explained by complex networks include: fault tolerance, attack vul-
nerability, redundancy in transmission of information, integration, and segregation.
More importantly, they explain that complex functionality, e,g., cognitive function-
ality, requires complex physical connectivity. In this chapter we claim that sapient
agents require an epigenetic development displaying complex network topology in
order to perform complex cognitive functionality.

The chapter is organized as follows: Section 2 introduces the concept of net-
works and their properties. The study of complex networks is proposed as a way
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to approach the complex cognitive functionality resulting from brain connectivity,
emphasizing that the understanding of the mechanisms giving place to complex con-
nectivity are not well known. Section 3 introduces the concept of epigenetics and
proposes some requirements for sapient agents in order to develop a mechanism
equivalent to epigenetic organizations. Section 4 introduces the methodology of
pragmatic games, a model in which an artificial situated agent develops a knowl-
edge of networks exhibiting complex properties based on the epigenetic mechanism
proposed in the previous section. Results, presented in Section 5, support explana-
tions about the conditions required to obtain networks with the expected properties,
relating degree distribution and sensing: clustering coefficient and biological moti-
vations, goals, acquired knowledge, and attentional focus. Conclusions are offered
in Section 6.

2 Networks

Networks are invaluable mathematical objects able to represent a wide variety of
phenomena and processes (Barabási and Bonabeau 2003), which makes this math-
ematical abstraction an appropriate formalism by which to characterize and analyze
many real life problems, in both a static and a dynamic way. For example:

� Social networks are defined as sets of people showing a specific pattern of con-
tacts or interactions, e.g., friendship, business, marriage, and scientific collabo-
ration. Newman (2003) referred to early papers on social networks of friendship
patterns in small groups, social circles of women, and social circles of factory
workers. However, social networks were difficult to establish, inaccurate, and
sometimes subjective. Nowadays, digital files make it easier to establish rela-
tionships in a reliable way, as in collaboration networks, e.g., scientists or actors.
These networks are well documented on the Internet. Other reliable social rela-
tionships are established by e-mail or telephone.

� Information networks are also called knowledge networks. One of the first stud-
ies of this kind of network was made by Alfred Lotks, who in 1929 discov-
ered the so-called law of scientific productivity, establishing that the distribu-
tion of the number of papers written by individual scientists follows a power
law. This result was extended to the arts and humanities. Another example of
an information network is the World Wide Web (WWW), obtained by join-
ing web pages through hyperlinks. This network shows very interesting prop-
erties, as a power-law degree distribution. Other examples include the net-
work citation between US patents, peer-to-peer networks, and word classes in
a thesaurus.

� Technological networks are designed for distribution of some commodity or
resource, such as electricity or information. Examples include the electric power
grid, airline routes, roads, railways, pedestrian traffic, telephone, and delivery
services. A widely studied network of this kind is Internet, joining computers
through physical connections.
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� Biological networks include the metabolic pathways representing metabolic sub-
strates and products, where directed edges appear if a metabolic reaction relates
substrates and products. Another example is the protein interaction network.
Since we are interested in the development of systems that display complex
cognitive functionality, e.g., sapient agents, brain functional connectivity is a net-
work in this class of special interest. Brain functional connectivity is approached
in this chapter with the tools provided by the study of complex networks.

Despite the nature of networks, they can be defined in terms of graphs. A graph
is a pair of sets G = {P, E}, where P is a set of n nodes p1, . . . , pn and E is a
set of edges that connect two elements of P . Graphs are directed if the direction is
specified for all of the links. If relationships between nodes runs in both senses, the
graph is called indirected. Directed edges are also called arcs or arrows. Degree is
the number of edges connected to a vertex. In a directed graph, is necessary specify
the in, out, or all-degree, considering, respectively, the arcs in-coming, out-going, or
the addition of the two. Component is the set of vertices that can be reached between
them along the edges. In a directed graph, the component to which a vertex belongs
is that set of vertices that can be reached from it by paths running along the edges
of the graph. The geodesic or minimal path is the shortest path through the network
from one vertex to another. It is possible for there to be more than one geodesic path.
The diameter of a network is the length of the longest geodesic path. The evolution
of a graph is understood as the historical process of constructing the graph.

2.1 Complex Networks

Erdös and Rényi (1960) introduced a new way of characterizing networks, consider-
ing graphs with a large number of elements and, studying the probabilistic space of
all the graphs having n nodes and n edges. They used macrovariables to statistically
analyze the growth of these networks as the result of stochastic processes. Such
random networks were considered appropriate for describing many real problems
having many nodes and links, including road maps.

Very recently it was discovered that many interesting phenomena and processes
involving huge numbers of nodes do not have random topology, but rather com-
plex network topology (Watts 1999; Barabási 2002; Albert and Barabási 2002;
Newman 2003). The parameters characterizing such topologies are like macrovari-
ables describing the whole network and representing a fingerprint of its complexity.
Complex networks were not considered so important until 1998, when a relationship
among networks as different as the collaboration graph of film actors, the power grid
of the western United States, and the neural network of the worm Caenorhabditis
elegans were found, showing that they are not completely random, neither com-
pletely regular, but somewhere in between. Such networks were called small-world
networks by Watts and Strogatz (1998) and Watts (1999), who introduced two
measures to determine how far toward randomness or near to order a network is.
Interesting networks were found between randomness and complete order.
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Barabási and Albert (1999) showed that a power law could be obtained from
the degree distribution of complex networks and that this property is rooted in their
growth mechanism. Such networks are called scale free. Observe that in random
networks, the degree distribution follows a bell curve. This random departure creates
the difference between random and complex networks.

Phenomena with small-world and scale-free properties include: the WWW (Albert
et al. 1999), metabolic networks (Jeong et al. 2000), human language (Ferrer-i-
Cancho and Sole 2001), scientific collaboration networks (Barabási 2002), brain
networks in mammalians (Sporns and Chialvo 2004), and functional brain networks
in humans (Eguiluz et al. 2005).

The study of complex networks is an active field devoted to understanding com-
plex phenomena, focusing in three aspects: Finding statistical properties to char-
acterize the structure and behavior of complex networks; trying to create mod-
els of networks to explain the meaning of such parameters; and predicting net-
work behavior, based on their topological properties and local rules for nodes and
links.

2.2 Complex Networks and Brain Connectivity

Brains have evolved as efficient networks whose structural connectivity allows a
large repertoire of functional states. Recently, it has been shown that functional
connectivity in the human cerebral cortex presents topological properties both of
small-world and scale-free networks (Eguiluz et al. 2005). Although this was known
for other animals (Sporns and Chialvo 2004), it is the first time in which statistically
significant results showned that this happens in a variety of individuals performing
different tasks.

Sporns and Chialvo (2004) reflected on the relevance of research on the structure
and dynamics of such networks as a way, to contribute to our understanding of
brain and cognitive functionality. They established three major modalities of brain
networks:

� Anatomical connectivity is the set of physical or structural (synaptic) connec-
tions linking neuronal units at a given time. The relevant data can range over
multiple spatial scales, from local circuits to large-scale networks of interregional
pathways. Anatomical connection patterns are relatively static at shorter time
scales (second to minutes), but can be dynamic at longer time scales (hours to
days), e.g., during learning or development.

� Functional connectivity captures patterns of deviations from statistical indepen-
dence between distributed and often spatially remote neuronal units, measuring
their correlation/covariance, spectral coherence, or phase locking. Functional
connectivity is time dependent (hundreds of milliseconds) and “model free,”
i.e., it measures statistical interdependence (mutual information) without explicit
reference to causal effects. Different methodologies for measuring brain activity
will generally result in different statistical estimates of functional connectivity.
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� Effective connectivity describes the set of causal effects of one neural system
over another. Thus, unlike functional connectivity, effective connectivity is not
model free, but requires the specification of a causal model, including structural
parameters. Experimentally, effective connectivity can be inferred through per-
turbations or through the observation of the temporal ordering of neural events.
Other measures estimating causal interactions can also be used.

Functional and effective connectivity are time dependent. Statistical interactions
between brain regions change rapidly, reflecting the participation of varying subsets
of brain regions and pathways in different cognitive conditions and tasks.

Structural, functional, and effective connectivity are mutually interrelated.
Clearly, structural connectivity is a major constraint on the kinds of patterns of
functional or effective connectivity that can be generated in a network.

Structural inputs and outputs of a given cortical region, its connectional finger-
print, are major determinants of its functional properties. Conversely, functional
interactions can contribute to the shaping of the underlying anatomical substrate,
either directly through activity (covariance)-dependent synaptic modification or,
over longer time scales, through affecting perceptual, cognitive, or behavioral capa-
bilities and thus its adaptation and survival.

The scale-free properties in the brain explain the coexistence of functional
segregation and integration, redundancy, and efficiency in information transmission.
The power law in degree distribution affects the functional impact of brain lesions,
being vulnerable to damage on a few highly connected nodes, and explains the
small impact of random lesions on damage. Cortical areas in mammalian brains
exhibit attributes of complex networks. The distribution of functional connections
and the probability of finding a link vs. distance are both scale free. Furthermore,
the characteristic path length is small and the clustering coefficient is high when
compared with random graphs. Short path length captures potential functional prox-
imity between regions. High clustering measures the degree to which a particular
area is part of local collective dynamics. Frequent connectivity in all of the shortest
paths linking areas explains structural stability and the efficient working of cortical
networks.

2.3 Complex Networks and Complex Cognitive Functionality

Human language is an important example of complex cognitive functionality with
complex networks properties mounted on complex connectivity (the brain itself).
This connectivity allows the fast and robust construction of a huge variety of sen-
tences from a limited number of discrete units (words). Sole et al. (2006) enumerate
and compare three kinds of language networks:

� Co-ocurrence networks can be built relating words that co-occur using directed
graphs, capturing syntactic relations useful on speech production processes.

� Syntactic networks are built of pieces forming part of higher structures and join-
ing them due to syntax dependence, as taking arcs beginning in complements
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and ending in the nucleus of a phrase (verbs). These networks are related to
grammatical structure.

� Semantic networks try to capture the meaning carried in linguistic productions.
Meaning relations between words can be established in several ways: antonymy,
homonymy, hypernymy, meronymy, and polisemy: “Links can be defined by free
meaning association, opening the window to psycho-linguistic processes.”

All of these networks are shown to have complex connectivity, with power law
degree distributions (γ∼2.2 to −3.0), high clustering coefficients (C/Crand ∼ 103),
and short pathlengths. Hub deletion has the effect of losing optimal navigation in
co-occurrence networks, articulation loss in the case of syntactic networks, and
conceptual loss plasticity in the case of semantic networks.

Graphs of word interactions show small-world properties (high clustering coef-
ficient) and scale-free distributions (γ ∼ 1.5 to −2.0) (Ferrer-i-Cancho and Sole
2001). Based on the significance profile of small subgraphs from different lan-
guages, common local structure in word adjacency networks is also observed (Milo
et al. 2004). This allows the definition of universal classes of networks by local
motif statistics (Milo et al. 2002).

A dynamics within an appropriate connectivity enables approaching some par-
ticular brain functionalities. For example, short-term memory, can be envisaged
dynamically when bursts are sustained in a small-world network (Cohen 2004). This
is possible because the probability of the percolation of loops in such networks is
higher than in random networks.

2.4 Complex Networks Growth and Evolution

However, the kinds of mechanism giving place to complex connectivity are not well
understood. Growth algorithms have been proposed for the emergence of small-
world and scale-free networks. Unfortunately such algorithms are not biologically
realistic. Chialvo (2004) noted that they do not represent good models for the devel-
opment of cortical networks.

Especially intriguing is the role that experience might play in network growth.
From a biological perspective, we know that this development in brain is the result of
an epigenetic mechanism. On the other hand, “the ontogeny of language is strongly
tied to underlying cognitive potentials and also is a product of the exposure of indi-
viduals to normal language use. What it is clear is that unless a minimal (scale-free)
neural substrate is present, consensus between individuals might not be enough to
trigger the emergence of a fully developed grammar” (Sole et al. 2006).

Sapient agents are expected to display complex cognitive functionality. It is clear
that complex functionality is mounted in complex connectivity. Our claim is that we
need to understand how complex connectivity can emerge on situated agents and
how experience affects this connectivity. In what follows, we propose an epigenetic
mechanism useful for understanding some basic considerations on how this pro-
cesses can be achieved by sapient agents.
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3 Epigenetic Mechanism and Plasticity

Plasticity refers to the ability of the nervous system to change (Gazzaniga et al.
2002). These changes refer mainly to modifications in connectivity that allow learn-
ing to contend with novel situations. Such changes result from an epigenetic mech-
anism or, more specifically, a synaptogenesis. In order to develop a mechanism
equivalent to epigenetic organization, a sapient agent requires:

1. An innate process emulating epigenesis, triggered as a function of the experi-
ence of the agent. We call this process a closure mechanism.

2. A set of biological innate distinguishable states, called biological motivations
as in the sense of Batali and Grundy (1996), are required to start the closure
mechanism. These biological motivations are inborn affective states as those
considered by Sheutz and Sloman (2001) and Scheutz (2001).

3. A kind of distinguishability to discriminate the degree of epigenetic forma-
tion. It is used to mimic the natural process, which requires definite steps in
order to recruit memory: identification, consolidation, and eventual long-term
storage (Levenson and Sweatt 2005). In a rough abstraction, we can talk
about states of incorporation of experiences in the epigenetic organization or
closure states.

4. Multimodality is required in order to allow integration and segregation, as
shown later by the results of our experiments.

5. To interact with an environment as a situated system.
6. To incorporate new sensorial states by making them distinguishable after

experience.
7. A maximum degree of relationship between two nodes. Each one of them

corresponds to a kind of rule of the form State1 → action → State2, being
schemes for Drescher (1991), or facts for Foner and Maes (1994); here we
use the last term. The set of all of the obtained facts constitutes the knowledge
acquired by the agent.

The acquired knowledge is represented as an evolving network processed by the
closure mechanism emulating epigenesis, when the agent performs complex learn-
ing of a complex network of relationships.

It is thought that epigenetic mechanisms have an important role in synaptic plas-
ticity and memory formation. If this is true, episodes in our daily life can be stored
‘permanently’ in a step-by-step process. Acquisition, consolidation, and long-term
memory registering are carried out by epigenetic development. These mechanisms
are very general, and are also observed in systems as, far removed from humans
as plants (vernalization), having to ‘remember’ not to flower over the whole winter
or in mother cells being marked to transmit specificity to daughters (Levenson and
Sweatt 2005).
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4 Pragmatic Games

Pragmatic games (Mora-Basáñez et al. 2004) inspired in language games (Steels
1996a,b) are used to explore the ideas expressed in the previous section. They offer
a methodology by which a situated agent is immersed in similar but not identi-
cal repetitive situations to perform complex spatial learning. Although these games
resemble subsets of Drescher’s (1991) experiments, they have different objectives
and dynamics, and the results are analyzed differently. Using these games we are
able to control, test, and measure the epigenetic development. We pretend to isolate
learning of complex relationships, excluding any appetitive or aversive reinforce-
ment and any conditioning. The experiments were designed to involve memory
use, acquisition, consolidation, and long-term establishment, but not in an integrated
way. Three pragmatic games (Fig. 1) have been defined:

� Focusing game. One agent having only one eye and its visual field. The game
starts by setting an object within an environment in a random place. The eye
moves randomly, once the fovea “sees” the object, the game is restarted.

� Grasping game. One agent having one eye, as in the focusing game, and also one
hand. The game restarts when the hand reaches the object.

� Feeding game. One agent having one eye, one hand, and a mouth. When the
hand passes over the object, the agent closes its hand and the object is attached
to it. The random movements continue until the hand (with the object) reaches
the mouth. At that moment, the game restarts.

The knowledge acquired by the agents while performing complex learning is
represented as an evolving network of affective states, processed by the mechanism
emulating epigenesis. The proposed closure mechanism, together with the morphol-
ogy of the agent, and the specific interrelation within the environment (games),
represents the minimal conditions discriminating the games that produce complex
networks and those that do not. In what follows, the elements of these games are
explained in detail.

4.1 Environment

The environment or “world” consists of a simple 7 × 7 grid (large square in Fig. 1),
including one agent and one 1 × 1 object (red circle).

Fig. 1 Pragmatic games: from left to right focusing (visual field), grasping (hand and visual field),
and feeding (mouth, hand, and visual field) games. In all games the object is the circle
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4.2 Agent

Our agent has 77 bit sensors: 75 for a 5 × 5 (the grid in Fig. 1) red (R), green(G),
and blue (B) sensitive visual field; one for a 1 × 1 blue “hand” and one for a 1 × 1
green “mouth.”

The agent has four actuators: two for the eye and two for the hand. Each actuator
has three possible states: do nothing, up/right, and down/left. The mouth is always
fixed. An agent’s actuation is then specified by a set of four values (ex , ey, hx , hy ∈
{−1, 0, 1}). The agent moves randomly, choosing one of the three possible states of
each one of the actuators, considering these states random variables under uniform
distribution. Eventually, the agent can “redo” the last movement by performing the
opposite movement performed by each actuator.

The agent has a set of distinguishable innate affective states (Sheutz 2001) called
biological motivations, which are mapped to a five-bit vector: three bits for detecting
RGB in the fovea; one for the hand holding an object, and other for the presence
of the object in the mouth. Therefore, there are 32 possible biological motivations,
although in our simulations fewer than ten are experienced. These biological motiva-
tions do not have any appetitive or aversive character; they are only distinguishable.
At the beginning they are not related to any sensorial state; this relation must be
established by the closure mechanism, which causes the network to grow up.

4.3 Closure Mechanism

Every time the agent experiences a particular biological motivation, this motivation
and the sensing state (77-bit string) is saved. Thus, every biological motivation has
an associated record of sensing vectors. This process does not affect the network.
Any biological motivation can give way to an affective state or to a potential affec-
tive state, which is then incorporated into the network by two mechanisms:

1. Detecting affective states from biological motivations. After a certain number
of iterations (500 in our simulations), the system tries to determine if biolog-
ical motivations have a specific associated sensing state. The affective state
represents the set of sensing bits always present in the associated record when
the biological motivation has been experienced.

2. Detecting potential affective states. If the sensing state at time t corresponds to
an affective state, then a node corresponding to the sensing state at time t − 1
is incorporated, as well as the directed arc between the nodes (representing
the actuation). The new node has the possibility of evoking an affective state.

A potential affective state could become affective if its frequency exceeds some
value. If the values are too small, noise can be learned. If the values are too big, then
it takes more time to learn. This also happens for other parameters of the model.

The arcs joining nodes can be incorporated into the network in two ways:



On Plasticity, Complexity, and Sapient Systems 25

1. When a potential affective state is reached, it is linked to the previous state. If
the previous state does not have an associated node, it is created.

2. When the agent experiences two consecutive sensing states and their associ-
ated nodes exist (affective states or potential affective states), then a link is
created between them.

Arcs are labeled as frequent or codified. Once an arc exists between two nodes,
some statistics (frequency and actuation) are updated if it is traversed. Its label is
then computed in the following way:

1. If the frequency of occurrence for an arc is higher than a given value, it is
labeled as a frequent arc. The distribution of probabilities for the the actuators
is computed from the history and saved in the arc in the form: { p(ex = −1),
p(ex = 0), p(ex = 1) }, { p(ey = −1), p(ey = 0), p(ey = 1) }, { p(hx =
−1), p(hx = 0), p(hx = 1) }, { p(hy = −1), p(hy = 0), p(hy = 1) }. The
distributions for each actuator are normalized.

2. If one of the three probabilities in each one of the four triplets of a frequent
arc is higher than a threshold, the triplet is replaced with one code, repre-
senting the associated winning movement for the correspondent actuator. For
example, if the distribution of probabilities for the eye in the x direction is
{ p(ex = −1), p(ex = 0), p(ex = 1) } = { 0.1, 0.3, 0.7 }, then the triplet
is replaced by a 1, meaning that the associated movement for this actuator is
considered as being 1 unit in the x direction. This is why the arcs holding this
condition are named codified arcs, since the nodes joining the arc have more
than a random probability to be joined by performing the codified movement.

4.4 Closure States

Given two consecutive iterations, the agent experiences two sensing states: St−1

and St , verifying that there are related nodes in the network. More precisely, the
agent checks whether each sensing state has or has not got an associated node in
the network; and whether each has associated potential affective states or associated
affective states in the network. In the same way, it checks if the performed act has
has or has not got an associated arc in the network; has an associated arc in the
network, but not frequently; has an associated frequent arc in the network; or has
an associated arc suitable to be codified. So, there are 23 × 24 × 23 possible closure
states.

If a labeled arc has affective states as source and target nodes, it is called a fact.
This is considered the most refined state for the closure mechanism. It contrasts with
the Drescher’s (1991) perspective, which considers reliability as the way to verify
the arc’s functionality.
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4.5 Attentional Focus

Attentional focus is a number between [0, 1], representing the probability to undo
the last performed movement. Thus, a 0.5 attentional focus means that the agent has
a 50% probability of revisiting the last sensorial state. Each one of the pragmatic
games is performed using different attentional focus values: 0.0, 0.25, 0.50, and
0.75. The 0.0 value is equivalent to a random movement, whereas 1.0 was not used
because it means an infinite loop between two sensing states. These attentional focus
values are fixed during all the experiments.

5 Results

Experiments on plasticity showed that the networks evolved by the situated agents—
and then their properties—depend on the game played and the epigenetic mech-
anism. They also showed that wiring is made in terms of experiences. First, the
complexity of interactions between the agent and its environment was found rele-
vant to evolve complex networks, relating degree distribution and sensing. Second,
biological motivations affect the clustering coefficient of the obtained networks.
Third, attentional focus affects the number of goals achieved and the amount of
knowledge acquired by the agent.

5.1 Degree Distribution and Sensing

The possibility of obtaining a power law for the degree distribution is the fingerprint
to distinguish whether a network is complex or not. This property reflects the char-
acter of having few highly connected nodes (hubs), and a lot of them few connected.
This allows tolerance to random fails, but vulnerability if the failure affects a hub.

There is a substantial difference between unimodal and multimodal games. In
the unimodal game (focusing) the resulting network is by no means complex, but in
multimodal games (grasping and feeding games) a power law emerges (Fig. 2).
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This is not a result of the implemented epigenetic mechanism, but of the richness
of the interaction. The only difference between grasping and focusing games is the
1 × 1 moving hand around the world, absent in the focusing game. It is not only the
complexity of the environment that matters, but the complexity of the interactions.
To have enough rich networks, multimodality is required.

5.2 Clustering Coefficient and Biological Motivations

The clustering coefficient gives a measure of the possibility of being part of a local
collective dynamics. In some way, it measures the integration of elements in a net-
work. It is shown that the clustering coefficient in multimodal game is high when
compared with a random graph (Fig. 3).

It is also shown that this measure depends on the mechanism itself and, in partic-
ular, on consideration of biological motivations (Fig. 4).

5.3 Goals, Acquired Knowledge, and Attentional Focus

The number of games played can be understood as the number of goals achieved
by the agents. The experiments show that the rate of growth in the number of goals
with time is similar for all the games. A lower focus, as expected, is associated with
a higher probability to advance, resulting in more games played (Fig. 5).

However, this tendency is different when the amount of knowledge acquired is
considered. As noted earlier, a fact is identified as two affective states connected
by a labeled arc. The number of facts is a measure of the quantity of knowledge
acquired. It depends on the focus value, but its effect varies with the game played.

In the unimodal game more goals and knowledge are attained by the agent for
lower focus values. In the multimodal games the opposite effect is observed. This
seems to be the source of the exploration/exploitation trade-off in learning agents. If
the game is multimodal, the agent requires different behavior to achieve goals and
acquire knowledge, but this does not hold in the unimodal game (Fig. 6).
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6 Conclusions

We used pragmatic games as a methodology to study knowledge development
in agents. The acquired knowledge is represented as an evolving network, pro-
cessed by a mechanism emulating epigenesis, which is enacted by experiences.
The acquired knowledge is complex in the sense that it relates spatial rules in the
appropriate way. Nodes represent affective states (related to sensing states) and
links are actuations relating affective states. The proposed epigenetic mechanism
includes innate biological motivations and the incorporation of nodes and links
in steps. Network analyses and measures are applied to the corpus of acquired
knowledge.

In our experiments, the clustering coefficient is large (a small-world property)
when compared with random graphs. This result is due to the proposed epigenetic
mechanism, particularly because the innate biological motivations starting the pro-
cess give way to initial hubs to evolve the network.

Knowledge networks in games involving multimodal agents exhibit power law
distributions (a scale-free property), whereas the games played by our unimodal
agents do not. This means that in our experiments complex learning arises indepen-
dently of the complexity of the environment, but is dependent on the interactions
the agent has with it. Connectivity distribution in our unimodal game is finite and
well defined, no matter the size of the eye. If the hand is introduced, the number of
states increases significantly, and a complex network emerges.

In order to observe how agent behavior might affect the acquired knowledge,
a behavior modulator, called attentional focus, was introduced. If we consider the
number of played games as the number of goals achieved by the agent, we observe
that the focus value has the same impact for both unimodal and multimodal games,
i.e., a lower focus value results in more achieved games. However, the number of
facts incorporated in the network depends on the modality of the game. For the
unimodal game, a lower focus value results in a larger number of facts, but for
the multimodal games the inverse relation was observed. Thus, the modality of the
game seems to be the source of the exploitation-exploration trade-off in learning
agents.

The proposed epigenetic mechanism is suitable, in the sense that the topology
of the generated networks representing the acquired knowledge evolves showing
complex network properties. These results suggest that sapient agents must consider
biological motivations in their epigenetic mechanisms and must be multimodal. The
properties that characterize artificial agents emerge naturally from complex connec-
tivity. For an artificial agent, complex topology represents the potential to exhibit
complex functionality, i.e., the dynamics that becomes exploitation of the acquired
knowledge.

Future work will consider cognitive autonomy, which enables the agent to adapt
its behavior to maximize knowledge acquisition, so that the amount of acquired
knowledge becomes a behavior modulator. The effect of the relationship between
knowledge and behavior will be quantified and analyzed in terms of complex net-
work properties.
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Sapience, Consciousness, and the Knowledge
Instinct (Prolegomena to a Physical Theory)

Leonid I. Perlovsky

Abstract The chapter describes a mathematical theory of sapience and conscious-
ness: higher mental abilities including abilities for concepts, emotions, instincts,
understanding, imagination, intuition, beauty, and sublimity. The knowledge instinct
drives our understanding of the world. Aesthetic emotions, our needs for beauty and
sublimity, are related to the knowledge instinct. I briefly discuss neurobiological
grounds as well as difficulties encountered since the 1950s by previous attempts at
mathematical modeling of the mind. Dynamic logic, the mathematics of the knowl-
edge instinct, is related to cognitive and philosophical discussions about the mind
and sapience.

1 Introduction: Abilities of the Mind

The mind understands the world around it by relying on internal representations,
the models of the world that were learned previously, an hour ago, earlier in life,
in childhood, and, ultimately, on inborn genetic information. These internal models
of the mind are related to Plato’s ideas (Plato IV BC; Perlovsky 2001), Aristotelian
forms (Aristotle IV BC; Perlovsky 1996a), the Kantian ability for understanding
(Kant 1781; Perlovsky 2006a), Jungian archetypes (Jung 1934; Perlovsky 2001),
and various mechanisms of concepts discussed in artificial intelligence, psychol-
ogy, cognitive science, and neural networks (Grossberg 1982). Mind conjures up
concept-models that correspond to objects and situations in the world; as a result,
there appear phenomena, internal mind’s perceptions (or representations, which
could be conscious or unconscious to varying degrees). Concepts (say, a word
“chair,” written or spoken) are very different from objects (a chair one sits on). In our
brains there are inborn structures that have been developed over hundreds of millions
of years of evolution specifically to enable fast learning (in childhood) to combine
a spoken, written, drawn, imagined, and real chair into a single concept-model. Let
us note that the “real chair” is what is seen by our eyes, but also what is sensed as
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a “seat” by the sitting part of our body. Therefore chair is a bodily-sensed-spatio-
thought concept. The process of comparing concept-models to objects around us
is neither simple nor straightforward. Kant (1790) called the ability to find corre-
spondence between concepts and objects judgment and identified this ability as the
foundation for all higher spiritual abilities of our mind—or sapience.

Ability for concept-models was evolved during evolution to enhance surviv-
ability; it works together with other mechanisms developed for this purpose, pri-
marily instincts and emotions. Instincts are like internal sensors that generate sig-
nals in neural networks to indicate the basic needs of an organism, say hunger
(Piaget 2000). Connection of instincts and concepts is accomplished by emotions.
In a usual conversation, “emotions” refer to a special type of behavior: agitation,
higher voice pitch, bright eyes, but these are just displays of emotions. Emotions
are evaluations—“good-bad.” Evaluations not according to concepts of good and
bad, but directly instinctive evaluations better characterized in terms of pleasure or
pain. An emotion evaluates a degree to which a phenomenon (objects or a situation)
satisfies our instinctual needs. Emotions are signals in neural pathways that carry
information about object values from instinct-related brain areas to perceptual, cog-
nitive, decision-making and behavior-generating areas. Emotions “mark” perceived
phenomena with their values for instinct satisfaction. There are inborn as well as
learned emotional responses. A mathematical description of the “marking” of con-
cepts by emotions was first obtained by Grossberg and co-workers in the late 1980s,
e.g., Grossberg and Levine (1987). Every instinct generates evaluative emotional
signals indicating satisfaction or dissatisfaction of that instinct. Therefore emotions
are called evaluative signals. These signals affect the process of comparing concept-
models to objects around us (which explains why a hungry person “sees food all
around”). So, instinctual needs affect our perception and cognition through emo-
tions; and concept-models originally formed in evolution and culture are intended
for survival and thus for instinct satisfaction. This intentionality of the mind has
been a subject of much discussions and controversy (Searle 1992). Many emotions
originate in ancient parts of the brain, relating us to primates and even to lower
animals (Adelman 1987). Ability for concepts includes learning and recognition
(i.e., creating and remembering models as well as recognizing objects and situations
more or less corresponding to earlier learned models). The short description in this
section did not touch on many of the mind’s properties, a most important one being
behavior. This chapter is primarily concerned with just one type of behavior—the
behavior of learning and recognition.

The next section briefly reviews mathematical approaches to describing the mind
proposed since the 1950s and discusses difficulties encountered along the way. Then
I formulate a mathematical theory providing a foundation for an initial description
of the mind abilities discussed earlier and extend it to consciousness and higher
cognitive abilities, abstract concepts, and abilities for beauty and sublimity. Argu-
ments are presented, as to why feelings of beautiful and sublime are inseparable
aspects of sapience. Concluding sections discuss relationships between the theory
and concepts of the mind that originated in multiple disciplines as well as future
directions of experimental programs and theoretical development toward a physical
theory of sapience.
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2 Computational Intelligence Since the 1950s

Perception and cognition require the association of subsets of signals corresponding
to objects with representations of objects in the mind (or in an algorithm). A mathe-
matical description of this seemingly simple association-recognition-understanding
process was difficult to develop. A number of difficulties encountered during the
past 50 years were summarized under the notion of combinatorial complexity (CC)
(Perlovsky 1998). CC refers to multiple combinations of various elements in a com-
plex system; e.g., recognition of a scene often requires concurrent recognition of
its multiple elements, which might be encountered in various combinations. CC is
prohibitive because the number of combinations is very large: for instance, consider
100 elements (not too large a number); the number of combinations of 100 elements
is 100100, exceeding the number of all elementary particle events in the life of the
universe; no computer would ever be able to compute that many combinations.

In self-learning pattern recognition and classification research in the 1960s the
problem was named “the curse of dimensionality” (Bellman 1961). Adaptive algo-
rithms and neural networks, it seemed, could learn solutions to any problem ‘on their
own,’ if provided with a sufficient number of training examples. It turned out that
the required number of training examples for self-learning required training using
objects in context, in combination with other objects, and therefore was often combi-
natorially large. Self-learning approaches encountered CC of learning requirements.

Rule-based artificial intelligence was proposed in the 1970s to solve the problem
of learning complexity (Minsky 1975; Winston 1984). An initial idea was that rules
would capture the required knowledge and eliminate the need for learning. However,
in the presence of variability, the number of rules grew; rules became contingent on
other rules; combinations of rules had to be considered; rule systems encountered
CC of rules.

Model-based systems were proposed in the 1980s to combine the advantages of
self-learning and rule systems. The knowledge was to be encapsulated in models,
whereas unknown aspects of particular situations were to be learned by fitting model
parameters (Singer et al. 1974). Fitting models to data required selecting data sub-
sets corresponding to various models. The number of subsets, however, is combina-
torially large. A general algorithm for fitting models to the data, multiple hypothesis
testing (Perlovsky et al. 1998) is known to face CC of computations. Model-based
approaches encountered computational CC (N and NP complete algorithms).

It turned out that CC was related to the type of logic underlying various algo-
rithms (Perlovsky 1996a). Formal logic is based on the “law of the excluded mid-
dle,” according to which every statement is either true or false and there is nothing
in between. Therefore, algorithms based on formal logic have to evaluate every little
variation in data or internal representations as a separate logical statement (hypoth-
esis); a large number of combinations of these variations causes CC. In fact, CC of
algorithms based on logic is related to Gödel theory, a manifestation of the incon-
sistency of logic in finite systems (Perlovsky 1996b). Multivalued logic and fuzzy
logic were proposed to overcome limitations related to the law of the excluded third
(Kecman 2001). Yet the mathematics of multivalued logic is no different in principle
from formal logic: “excluded third” is substituted by “excluded n + 1.” Fuzzy logic
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encountered a difficulty related to the degree of fuzziness. If too much fuzziness is
specified, the solution does not achieve the necessary accuracy; if too little, becomes
similar to formal logic. Complex systems require different degrees of fuzziness in
various elements of system operations. Searching for the appropriate degrees of
fuzziness among combinations of elements again would lead to CC. Is logic still
possible after Gödel? Bruno Marchal (2005) reviewed the contemporary state of
this field and it appears that logic after Gödel is much more complicated and much
less logical than was assumed by the founders of artificial intelligence. Moreover,
CC is still unsolved within logic.

Various manifestations of CC are all related to formal logic and Gödel theory.
Rule systems rely on formal logic in a most direct way. Self-learning algorithms
and neural networks rely on logic in their training or learning procedures: every
training example is treated as a separate logical statement. Fuzzy logic systems rely
on logic for setting degrees of fuzziness. CC of mathematical approaches to the
mind is related to the fundamental inconsistency of logic.

3 Mechanisms of the Mind and the Knowledge Instinct

Although logic does not work, the mind does work. Let us turn to the mechanisms of
the mind discussed in psychology, philosophy, cognitive science, and neurobiology.
Possibly, we will find inspiration for developing mathematical and physical theories
of the mind. The main mechanisms of the mind include instincts, concepts, emo-
tions, and behavior, and each can be described mathematically. Among the mind’s
higher abilities, the most directly accessible to consciousness are concepts. Concepts
are like internal models of the objects and situations in the world. This analogy is
quite literal; e.g., during visual perception of an object, a concept-models in our
memory projects an image onto the visual cortex, which is matched there to an
image projected from the retina (this simplified description will be refined later).

Instincts emerged as survival mechanisms long before concepts. Grossberg and
Levine (1987) separated instincts as internal sensors indicating the basic needs
from instinctual behavior, which should be described by appropriate mechanisms.
Accordingly, I use word instincts to describe mechanisms of internal sensors: e.g.,
when blood sugar goes below a certain level an instinct “tells us” to eat. Such sepa-
ration of instinct as internal sensor from instinctual behavior helps to explain many
cognitive functions.

Instinctual needs are conveyed to conceptual and decision-making centers of the
brain by emotional neural signals. Whereas in colloquial usage, emotions are often
understood as facial expressions, higher voice pitch, or exaggerated gesticulation,
these are outward signs of emotions, serving for communication. A more funda-
mental role of emotions within the mind system is that emotional signals evaluate
concepts for the purpose of instinct satisfaction (Grossberg and Levine 1987). As
discussed in the next section, this emotional mechanism is crucial for breaking out
of the “vicious cizcle” of combinatorial complexity.
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An important aspect of our minds is that concept-models always have to be
adapted. The same object is never same: distance, angles, lighting, and other objects
around always change. Therefore, concept-models always have to be adapted to the
concrete conditions around us. An inevitable conclusion from mathematical analysis
is that humans and higher animals have a special instinct responsible for cognition.
In thousands of publications describing adaptive algorithms, there is always some
quantity-structure within the algorithm, that measures a degree of correspondence
between the models and the world; this correspondence is maximized.

Clearly, humans and animals engage in exploratory behavior, even when basic
bodily needs, like eating, are satisfied. Biologists and psychologists discussed vari-
ous aspects of this behavior. David Berlyne (1960, 1973) discussed curiosity in this
regard; Leon Festinger (1957) introduced the notion of cognitive dissonance and
described many experiments on the drive of humans to reduce dissonance. Until
recently, however, it was not mentioned among basic instincts on a par with the
instincts for food and procreation. The reasons were that it was difficult to define
and that its fundamental nature was not obvious. The fundamental nature of this
mechanism is related to the fact that our knowledge always has to be modified to fit
the current situation. Knowledge is not just a static state; it is rather in a constant pro-
cess of adaptation and learning. Without adaptation of concept-models we will not
be able to understand the ever-changing surrounding world. We will not be able to
orient ourselves or satisfy any of our bodily instincts. Therefore, we have an inborn
need, a drive, an instinct to improve our knowledge, which I call the knowledge
instinct.

Evaluating satisfaction or dissatisfaction of the knowledge instinct involves emo-
tional signals that are not directly related to bodily needs. Therefore, they are spiri-
tual or aesthetic emotions. I would like to emphasize that aesthetic emotions are not
peculiar to the perception of art; they are inseparable from every act of perception
and cognition. The mind involves a hierarchy of multiple levels of concept-models,
from simple perceptual elements (like edges or moving dots), to concept-models
of objects, to relationships among objects, to complex scenes, and up the hierar-
chy . . . toward the concept-models of the meaning of life and the purpose of our
existence. The ability to perceive beauty is related to the highest levels of this hier-
archy. The tremendous complexity of the mind is due to the hierarchy, yet a few
basic principles explain the fundamental mechanisms of the mind at every level of
the hierarchy.

4 Modeling Field Theory and Dynamic Logic

Modeling field theory (MFT) is a neural architecture mathematically implementing
mechanisms of the mind discussed above (Perlovsky 2001). MFT is a multilevel,
heterohierarchical system. The mind is not a strict hierarchy; there are multiple
feedback connections among nearby levels; hence the term heterohierarchy. At
each level in MFT there are concept-models encapsulating the mind’s knowledge,
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which generate so-called top-down neural signals, interacting with input bottom-up
signals. These interactions are governed by the knowledge instinct, which drives
concept-models learning, adaptation, and formation of new concept-models for bet-
ter correspondence to the input signals.

We enumerate neurons at a given hierarchical level, by index n = 1, . . . , N .
These neurons receive bottom-up input signals, X(n), from lower levels in the
processing hierarchy. X(n) is a field of bottom-up neuronal synapse activations,
coming from neurons at a lower level. MFT describes each neuron activation as
a set of numbers, X(n) = {Xd(n), d = 1, . . . , D}. Top-down, or priming signals
to these neurons are sent by concept-models, Mh(Sh, n); we enumerate models by
index h = 1, . . . , h. Each model is characterized by its parameters, Sh = {Sa

h , a =
1, . . . , A}. Models represent signals in the following way: Say, signal X(n) is com-
ing from sensory neurons activated by object h, characterized by parameters Sh .
Model Mh(Sh, n) predicts a value X(n) of a signal at neuron n. For example, during
visual perception, a neuron n in the visual cortex receives a signal X(n) from the
retina and a priming signal Mh(Sh, n) from an object concept-models h. A neu-
ron n is activated if both a bottom-up signal from lower-level input and top-down
priming signal are strong. Various models compete for evidence in the bottom-up
signals, while adapting their parameters for a better match as described below. This
is a simplified description of perception. The MFT premise is that the same laws
describe the basic interaction dynamics at each level. Perception of minute features
or everyday objects and cognition of complex abstract concepts are due to the same
mechanism, described below.

Learning is driven by the knowledge instinct. Mathematically, it increases a sim-
ilarity measure between the sets of models (knowledge) and bottom-up neural sig-
nals, L({X}, {M}). The similarity measure is a function of model parameters and
associations between the input bottom-up signals and top-down concept-models
signals. For concreteness I refer here to an object perception using a simplified
terminology, as if perception of objects in retinal signals occurs at a single level.

In constructing a mathematical description of the similarity measure, it is impor-
tant to acknowledge two principles (which are almost obvious). First, the visual field
content is unknown before perception occurred and, second, it may contain any of
a number of objects. Important information might be contained in any bottom-up
signal; therefore, the similarity measure is constructed so that it accounts for all
bottom-up signals, X(n),

L({X}, {M}) =
∏

n∈N

l(X(n)). (1)

This expression contains a product of partial similarities, l(X(n)), over all
bottom-up signals; therefore it forces the mind to account for every signal (if even
one term in the product is zero, the product is zero, the similarity is low, and the
knowledge instinct is not satisfied); this is a reflection of the first principle. Second,
before perception occurs, the mind does not know which object gave rise to a signal
from a particular retinal neuron. Therefore a partial similarity measure is constructed
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so that it treats each model as an alternative (a sum over models) for each input
neuron signal. Its constituent elements are conditional partial similarities between
signal X(n) and model Mh , l(X(n)|h). This measure is “conditional” on object h
being present; therefore, when combining these quantities into the overall similarity
measure, L, they are multiplied by r(h), which represents a probabilistic measure of
object h actually being present. Combining these elements with the two principles
noted above, one constructs a similarity measure as follows:

L({X}, {M}) =
∏

n∈N

∑

h∈H

r(h) l(X(n)|h). (2)

The structure of (2) follows standard principles of probability theory: a sum-
mation is taken over alternatives, h, and various pieces of evidence, n, are mul-
tiplied. This expression is not necessarily a probability, but it has a probabilistic
structure. If learning is successful, it approximates a probabilistic description and
leads to near-optimal Bayesian decisions. The name “conditional partial similarity”
for l(X(n)|h) [or simply l(n|h)] follows the probabilistic terminology. If learning
is successful, l(n|h) becomes a conditional probability density function (pdf), a
probabilistic measure that the signal in neuron n originated from object h. Then
L is a total likelihood of observing signals {X(n)} coming from objects described
by models {Mh}. Coefficients r(h), called priors in probability theory, contain pre-
liminary biases or expectations. Expected objects h have relatively high r(h) values;
their true values are usually unknown and should be learned, like other parameters
Sh . However, in general, l(n|h) are not pdfs, but fuzzy measures of signal X(n)
belonging to object h.

We note that in probability theory, a product of probabilities usually assumes that
evidence is independent. Expression (2) contains a product over n, but it does not
assume independence among the various signals X(n). There is dependence among
signals owing to models: each model Mh(Sh, n) predicts expected signal values in
many neurons n.

During the learning process, concept-models are constantly modified. Here we
consider a case in which functional forms of models, Mh(Sh, n), are all fixed and
learning adaptation involves only model parameters, Sh . More complicated struc-
tural learning of models is considered in Perlovsky (2004, 2006b). From time to time
a system forms a new concept, while retaining an old one as well. Alternatively, old
concepts are sometimes merged or eliminated, which requires a modification of the
similarity measure (2), the reason being that more models always result in a better fit
between the models and the data. This is a well-known problem, which is addressed
by reducing similarity (2) using a “skeptic penalty function,” p(N, M), which grows
with the number of models M . For example, an asymptotically unbiased maximum
likelihood estimation leads to multiplicative p(N, M) = exp(−Npar/2), where
Npar is the total number of adaptive parameters in all models (Perlovsky 2001).

The learning process consists of estimating model parameters S and associating
signals with concepts by maximizing the similarity (2). Note that all possible com-
binations of signals and models are accounted for in expression (2). This can be seen
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by expanding a sum in (2) and multiplying all the terms, which would result in H N

items, a huge number. This is the number of combinations between all signals (N)
and all models (H ). Here is the source of CC of many algorithms discussed in the
previous section.

Fuzzy dynamic logic (DL) solves this problem without CC (Perlovsky 2006c).
The crucial aspect of DL is matching vagueness or fuzziness of similarity measures
to the uncertainty of knowledge of the model parameters. Initially, parameter val-
ues are not known, and uncertainty of models is high, as is the fuzziness of the
similarity measures. In the process of learning, models become more accurate, the
similarity measure becomes more crisp, and the value of the similarity increases.
This is the mechanism of dynamic logic. Mathematically it is described as follows:
First, assign any values to unknown parameters, {Sh}. Then, compute association
variables f (h|n),

f (h|n) = r(h) l(X(n)|h)
/ ∑

h′∈H

r(h′) l(X(n)|h′). (3)

This looks like the Bayes formula for a posteriori probabilities; if the l(n|h) in
the result of learning become conditional likelihoods, the f (h|n) become Bayesian
probabilities for signal n originating from object h. In general, f (h|n) can be inter-
preted as fuzzy class membership functions. The rest of the dynamic logic opera-
tions are defined as follows:

d f (h|n)/dt = f (h|n)
∑

h′∈H

[�hh′ − f (h′|n)] · [� ln l(n|h′)/�Mh′ ]�Mh′/�Sh′ ·dSh′/dt,

(4)
where

dSh/dt =
∑

n∈N

f (h|n)[�lnl(n|h)/�Mh ]�Mh/�Sh, (5)

�hh′ = 1 ifh = h′, 0 otherwise. (6)

Parameter t is the time of the internal dynamics of the MF system (a number of
dynamic logic iterations). Gaussian shape functions can often be used for condi-
tional partial similarities,

l(n|h) = G(X(n)|Mh(Sh, n), Ch). (7)

Here G is a Gaussian function with mean Mh and covariance matrix Ch . Note that
a Gaussian assumption, which assumes that the signal distribution is Gaussian, is
often used in statistics; This is not the case in (7), where the signal is not assumed to
be Gaussian. Equation (7) is valid if deviations between the model M and signal
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X are Gaussian; these deviations are usually due to many random causes and,
therefore, Gaussian. If there is no information about functional shapes of condi-
tional partial similarities, (7) is still a good choice, as it is not a limiting assumption:
a weighted sum of Gaussians in (2) can approximate any positive function, like
similarity.

Covariance matrices, Ch , in (7) are estimated like other unknown parameters.
Their initial values should be large, corresponding to uncertainty in knowledge of
models, Mh . As parameter values and models improve, covariances are reduced
to intrinsic differences between models and signals (due to sensor errors or model
inaccuracies). As covariances get smaller, similarities get crisper, closer to delta
functions; association variables (3) get closer to crisp {0, 1} values, and DL solu-
tions converge to crisp logic. This process of concurrent parameter improvement and
convergence of similarity to a crisp logical function is an essential part of DL, the
mechanism that combines fuzzy and crisp logic. The dynamic evolution of fuzziness
from large to small is the reason for the name “dynamic logic.”

Theorem 1. Equations (3) through (6) define a convergent dynamic MF system with
stationary states defined by max{Sh} L.

This theorem was proved in Perlovsky (2006c). It follows that the stationary
states of an MF system are the maximum similarity states satisfying the knowl-
edge instinct. When partial similarities are specified as probability density functions
(pdf), or likelihoods, the stationary values of parameters {Sh} are asymptotically
unbiased and efficient estimates of these parameters (Cramer 1946). A computa-
tional complexity of the MF method is linear in N .

The dynamic logic is therefore a convergent process. It converges to the max-
imum of similarity, and thus satisfies the knowledge instinct. If likelihood is used
as similarity, parameter values are estimated efficiently (i.e., in most cases, param-
eters cannot be better learned using any other procedure). Moreover, as part of the
above theorem, it is proven that the similarity measure increases at each iteration. A
psychological interpretation is that the knowledge instinct is satisfied at each step: a
modeling field system with dynamic logic enjoys learning.

Here we illustrate operations of dynamic logic using an example of tracking tar-
gets below noise, which can be an exceedingly complex problem. A single scan
does not contain enough information for detection. If a target signal is below noise,
it cannot be detected in a single scan; one must combine information from multi-
ple scans. Detection should be performed concurrently with tracking, using several
radar scans. A standard approach for solving this kind of problem, which has already
been mentioned, is multiple hypotheses tracking (Perlovsky et al. 1998). Since a
large number of combinations of subsets and models should be searched, one faces
the problem of combinatorial complexity.

Figure 1 illustrates detecting and tracking targets below noise; in this case six
scans were used concurrently for detection and tracking and a predetection threshold
was set so that only about 500 points are to be considered in the six scans. Figure 1a
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Fig. 1 Detection and tracking targets below clutter: (a) true track positions in 0.5 km×0.5 km data
set; (b) actual data available for detection and tracking (signal is below clutter, signal-to-clutter
ratio is about −2 dB for amplitude and −3 dB for Doppler; six scans are shown on top of one
other). Dynamic logic operation: (c) an initial fuzzy model, the fuzziness corresponding to the
uncertainty of knowledge; (d) to (h) show increasingly improved models at various iterations (total
of 20 iterations). Between (c) and (d) the algorithm fits the data with one model and uncertainty
is somewhat reduced. There are two types of models: one uniform model describing clutter (not
shown), and linear track models with large uncertainty; the number of track models, locations, and
velocities are estimated from the data. Between (d) and (e) the algorithm tried to fit the data with
more than one track model and decided that it needs two models to ‘understand’ the content of the
data. Fitting with two tracks continues till (f); between (f) and (g) a third track is added. Iterations
stopped at (h), when similarity stopped increasing. Detected tracks closely correspond to the truth
(a). Complexity of this solution is low, about 106 operations. Solving this problem by multiple
hypothesis tracking would take about 101500 operations, a prohibitive complexity

shows true track positions in 0.5 km×0.5 km data set; Fig. 1b shows the actual data
available for detection and tracking (the signal is below clutter; the signal-to-clutter
ratio is about −2 dB for amplitude and −3 dB for Doppler; the six scans are shown
on top of each other. The following figures (c) through (h) illustrate operations of
dynamic logic: (c) an initial fuzzy model, the fuzziness corresponding to the uncer-
tainty of knowledge; (d) to (h) increasingly improved models at various iterations
(a total of 20 iterations). Between (c) and (d) the algorithm fits the data with one
model, and uncertainty is somewhat reduced. There are two types of models: one
uniform model describing clutter (not shown), and linear track models with large
uncertainty; the number of track models, locations, and velocities are unknown and
are estimated from the data. Between (d) and (e) the algorithm tried to fit the data
with more than one track model and decided that it needs two models to ‘understand’
the content of the data. Fitting with two tracks continues till (f); between (f) and (g)
a third track is added. Iterations stopped at (h), when similarity stopped increasing.
Detected tracks closely correspond to the truth (a). Complexity of this solution is
low, about 106 operations. Solving this problem by multiple hypothesis tracking
with exhaustive search would take about M N = 101500 operations, a prohibitively
large number, exceeding the number of all the events in the universe.
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5 Hierarchy, Differentiation, and Synthesis

I have already described a single processing level in a hierarchical MFT system.
At each level of a hierarchy there are input signals from lower levels, models, sim-
ilarity measures, Eq. (2); emotions, which are changes in similarity, Eq. (2); and
actions. Actions include adaptation, behavior satisfying the knowledge instinct—
maximization of similarity, Eqs. (3) through (6). An input to each level is a set of
signals X(n) or, in neural terminology, an input field of neuronal activations. The
results of signal processing at a given level are activated models, or concepts h rec-
ognized in the input signals n. These models along with the corresponding instinc-
tual signals and emotions may activate behavioral models and generate behavior at
this level.

The activated models initiate other actions. They serve as input signals to the next
processing level, where more general concept-models are recognized or created.
Output signals from a given level, serving as input to the next level, could be model
activation signals, ah , defined as

ah =
∑

n∈N

f (h|n). (8)

The hierarchical MF system is illustrated in Fig. 2. Within the hierarchy of the mind,
each concept-models finds its “mental” meaning and purpose at a higher level (in
addition to other purposes). For example, consider a concept-models “plate.” It has
a “behavioral” purpose of using a plate, say, for eating (if this is required by the
body), which is the “bodily” purpose at the same hierarchical level. In addition, it
has a “purely mental” purpose at a higher level in the hierarchy, a purpose of helping
to recognize a more general concept, say of a “dining hall,” which model contains
many plates.

Models at higher levels in the hierarchy are more general than models at lower
levels. For example, at the very bottom of the hierarchy, if we consider the vision
system, models correspond (roughly speaking) to retinal ganglion cells and per-
form similar functions; they detect simple features in the visual field. At higher
levels, models correspond to functions performed at V1 and higher up in the visual
cortex, i.e., detection of more complex features, such as contrast edges, their direc-
tions, elementary moves, objects, etc. Visual hierarchical structures and models have
been studied in detail (Grossberg 1982; Zeki 1993). At still higher cognitive levels,
models correspond to relationships among objects, to situations, and relationships
among situations, etc. Still higher up are even more general models of complex
cultural notions and relationships, like family, love, and friendship, and abstract
concepts, like law, rationality, etc. The contents of these models correspond to the
cultural wealth of knowledge, including the writings of Shakespeare and Tolstoy.
Mechanisms of the development of these models are reviewed later. At the top of
the hierarchy of the mind, according to Kantian analysis (Kant 1790, 1798), are
models of the meaning and purpose of our existence, unifying our knowledge, and
the corresponding behavioral models aimed at achieving this meaning.
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Fig. 2 Hierarchical MF system. At each level of a hierarchy there are concept-models,
similarity measures/emotions, and actions (including adaptation, maximizing the knowledge
instinct/similarity). High levels of partial similarity measures correspond to concepts recognized at
a given level. Concept activations are output signals at this level and they become input signals to
the next level, propagating knowledge up the hierarchy

Two aspects of the knowledge instinct are differentiation and synthesis. Differ-
entiation or creation of more diverse concept-models with more concrete meanings
was described in previous sections. Another aspect of the knowledge instinct is syn-
thesis, creating a unified whole of the diversity of knowledge and meanings. Each
model finds its more abstract, more general meaning at higher levels of the hierar-
chy. So each object model finds its more general meanings in situation concepts,
where the object may occur. The higher up the hierarchy the more abstract and
general the concept-models. These more general models are usually more fuzzy and
less concrete than object models. One reason is that abstract concept-models cannot
be directly perceived in the world, unlike object models, which can be matched to
direct sensory perceptions. One can obtain an illustration of vagueness of abstract
concept-models by closing one’s eyes and imagining a familiar object, say a chair.
An imagined chair is usually vague as compared to a perception of an actual chair
in front of our eyes. More concrete object models are more accessible by conscious-
ness; they are more amenable to conscious manipulations than abstract, fuzzy, less
conscious models higher in the hierarchy.

An important aspect of synthesis is our symbolic ability, an ability to use lan-
guage for designation and description of abstract concepts. Symbolic ability as
described by MFT is considered elsewhere (Perlovsky 2006a,b).
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6 Consciousness and Sapience

Elementary processes of perception and cognition are described mathematically in
this chapter by Eqs. (3–6); these processes maximize knowledge. Knowledge is
measured by the similarity between concept-models and the world. In these pro-
cesses a large number of concept-models compete for incoming signals, models
are modified and new ones are formed, and, eventually, connections are established
between signal subsets on the one hand, and concept-models on the other. Percep-
tion refers to processes in which the input signals come from sensory organs and
concept-models correspond to objects in the surrounding world. Cognition refers
to higher levels in the hierarchy where the input signals are activation signals from
concepts cognized (activated) at lower levels, whereas concept-models are more
complex, abstract, and correspond to situations and relationships among lower-level
concepts.

Perception and cognition are described by dynamic logic. Their salient mathe-
matical property is a correspondence between uncertainty in models and vagueness-
fuzziness in associations f (h|n). During perception, as long as model parameters
do not correspond to actual objects, there is no match between models and signals;
many models match many objects poorly, and associations remain fuzzy. Eventually,
one model (h′) wins a competition for a subset {n′} of input signals X(n), when
parameter values match object properties; f (h′|n) values become close to 1 for
n ∈ {n′} and 0 for n /∈ {n′}. Upon convergence, the entire set of input signals {n} is
divided into subsets, each associated with one object model. Initial fuzzy concepts
become crisp, approximately obeying formal logic. The general mathematical laws
of perception, cognition, and high-level abstract thinking are similar.

The dynamic aspect of the working of the mind, described by dynamic logic, was
first given by Aristotle (IV BC), who described thinking as a learning process in
which an a priori form-as-potentiality (fuzzy model) meets matter (sensory signals)
and becomes a form-as-actuality (a crisp concept of the mind). He pointed out an
important aspect of dynamic logic—reduction of fuzziness during learning: Form-
potentialities are fuzzy (do not obey logic), whereas form-actualities are logical.
Logic is not the basic mechanism of the working of the mind, but an approximate
result of the mind working according to dynamic logic.

The three famous volumes by Kant, Critique of Pure Reason, Critique of Judg-
ment, and Critique of Practical Reason (Kant 1781; 1788; 1790) describe the struc-
ture of the mind similarly to MFT. Pure reason or the faculty of understanding
contains concept-models. The faculty of judgment, or emotions, establishes cor-
respondences between models and data about the world acquired by sensory organs
(in Kant’s terminology, between general concepts and individual events). Practical
reason contains models of behavior. Kant was the first to recognize that emotions
are an inseparable part of cognition. However, he missed the dynamic aspect of
thinking, a pervading need for adaptation and considered concepts as given a priori.
The knowledge instinct is the only missing link in Kantian theory.

Thinking involves a number of subprocesses and attributes, some conscious and
others unconscious. According to Carpenter and Grossberg (1987) every recognition
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and concept formation process involves a “resonance” between bottom-up and top-
down signals. We are conscious only of the resonant state of models. In MFT, at
every level in the hierarchy, the afferent signals are represented by the input signal
field X and the efferent signals are represented by the modeling field signals Mh ;
resonances correspond to high-similarity measures l(n|h) for some subsets of {n}
that are “recognized” as concepts (or objects) h. This mechanism, leading to the
resonances Eqs. (3–6), is a thought process in which subsets of signals correspond-
ing to objects or situations are understood as concepts; signals acquire meanings
and become accessible by consciousness.

Why is there consciousness? Why would a feature like consciousness appear in
the process of evolution? The answer to this question contains no mystery: con-
sciousness directs the will and results in a better adaptation for survival. In sim-
ple situations, when only minimal adaptation is required, an instinct directly wired
to action is sufficient, and unconscious processes can efficiently allocate resources
and will. However, in complex situations, when adaptation is complicated, various
bodily instincts might contradict one another. Undifferentiated unconscious psychic
functions result in ambivalence and ambitendency; every position entails its own
negation, leading to an inhibition. This inhibition cannot be resolved by an uncon-
scious that does not differentiate among alternatives. Direction is impossible with-
out differentiated conscious understanding. Consciousness is needed to resolve an
instinctual impasse by suppressing some processes and allocating power to others.
By differentiating alternatives, consciousness can direct a psychological function to
a goal.

Most organism functioning is not accessible to consciousness; blood flow, breath-
ing, workings of heart and stomach are unconscious, at least as long as they work
appropriately. The same is true about most of the processes in the brain and mind.
We are not conscious of neural firings, or fuzzy models competing for evidence in
retinal signals, etc. We become conscious of concepts only during resonance, when
a concept model matches bottom-up signals and becomes crisp. To put it more accu-
rately, crisper models are more accessible by consciousness. Taylor (2005) empha-
sizes that consciousness requires more than a resonance. He relates consciousness to
the mind being a control mechanism of the mind and body. Part of this mechanism is
a prediction model. When this model predictions differ from sensory observations,
the difference may reach a resonant state, of which we become consciousness. In
evolution and in our personal psychic functioning the goal is to increase conscious-
ness. But this is largely unconscious, because our direct knowledge of ourselves is
limited to consciousness. This fact creates a lot of confusion about consciousness.

A detailed, scientific analysis of consciousness has proven difficult. For a long
time it seemed obvious that consciousness completely pervades our entire mental
life, or at least its main aspects. Now we know that this idea is wrong, and the main
reason for this misconception has been analyzed and understood: We are conscious
only about what we are conscious of, and it is extremely difficult to notice anything
else.

Jaynes (1976) noted the following misconceptions about consciousness: con-
sciousness is nothing but a property of matter, or a property of living things,
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or a property of neural systems. These three ‘explanations’ attempted to dismiss
consciousness as an epiphenomenon, an unimportant quality of something else.
They are useless because the problem is in explaining the relationships of conscious-
ness to matter, to life, and to neural systems. These dismissals of consciousness are
not very different from saying that there is no consciousness; but, of course, this
statement refutes itself. (If somebody makes such a statement unconsciously, there
is no point of discussing it.) A dualistic position is that consciousness belongs to
the world of ideas and has nothing to do with the world of matter. But the scien-
tific problem is in explaining consciousness as a natural science phenomenon, i.e.,
to relate consciousness and the material world. Searle (1992) suggested that any
explanation of consciousness has to account for it being real and based on physical
mechanisms in the brain. Among the properties of consciousness requiring expla-
nation he listed unity and intentionality. (We perceive our consciousness as being
unified in the space of our perceptions and in the time of our life; consciousness is
about something; this ‘about’ points to its intentionality.)

Searle (1997) reviewed recent attempts to explain consciousness and came to
the conclusion that little progress was made during the 1990s. Penrose (1994) sug-
gested that consciousness cannot be explained by known physical laws of matter.
His arguments descend from Gödel’s proofs of the inconsistency and incomplete-
ness of logic. However, as I have already mentioned, this only proves that the mind
is not a system of logical rules (Perlovsky 1996b).

Roughly speaking, there are three conscious/unconscious levels of psychic con-
tents: (1) contents that can be recalled and made conscious voluntarily (memories);
(2) contents that are not under voluntary control, which we know about because
they spontaneously irrupt into consciousness; and (3) contents inaccessible to con-
sciousness, which we know about through scientific deduction. But consciousness
is not a simple phenomenon; it is a complicated differentiated process. Jung (1934)
differentiated four types of consciousness related to experiences of feelings (emo-
tions), thoughts (concepts), sensations, and intuitions. In addition to these four psy-
chic functions, consciousness is characterized by attitude: introverted, concentrated
mainly on the inner experience, or extroverted, concentrated mainly on the outer
experience. Interplay of various conscious and unconscious levels of psychic func-
tions and attitudes results in a number of types of consciousness; interactions of
these types with individual memories and experiences make consciousness depen-
dent on the entire individual experience producing variability among individuals. An
idea that better differentiated, crisper concept-models are more conscious is close
to Jung’s views. Mechanisms of other types of consciousness are less understood
and their mathematical descriptions belong to future. Future research should also
address emergence in evolution of different types of consciousness, elaborating on
Jungian ideas.

In modeling field theory properties of consciousness are explained as being due
to a special model, closely related to what psychologists call ego or self. Conscious-
ness, to a significant extent, coincides with the conscious part of these archetype-
models. A conscious part of self belongs to ego, but not everything within ego (as
defined by Freud) is conscious. Individuality as a total character distinguishing one
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individual from others is a main characteristic of Ego. Not all aspects of individual-
ity are conscious, so the relationships among the models discussed can be summa-
rized to some extent, as:

Consciousness ∈ Individuality ∈ Ego ∈ Self ∈ Psyche.

Consciousness-model is a subject of free will; it possesses, controls, and directs
free will. This model accesses conscious parts of other models. Among properties
of consciousness discussed by Searle, which are explained by the properties of the
consciousness model are the following.

Totality and undividedness of consciousness are important adaptive properties
needed to concentrate power on the most important goal at every moment. This
is illustrated, e.g., by clinical cases of divided consciousness and multiple person-
alities, resulting in maladaptation up to a complete loss of functionality. Simple
consciousness operates with relatively few concepts. Humans need more differ-
entiation for selecting more specific goals in more a complex environment. The
scientific quest is to explain these opposing tendencies of consciousness: how does
consciousness pursue undividedness and differentiation at the same time? There
is no mystery: the knowledge instinct together with the hierarchical structure of the
mind hold the key to the answer. Whereas every level pursues differentiation, totality
belongs to the highest levels of the hierarchy. Future research will have to address
these mechanisms in their fascinating details.

Intentionality is a property of referring to something else, and consciousness is
about something. Many philosophers refer to this “aboutness” as intentionality. In
everyday life, when we hear an opinion we do not just collate it in our memory
and relate to other opinions (like a pseudoscientist in a comedy); this would not
lead very far. We wish to know the aims and intentions associated with this opinion.
Mechanisms of perceiving intent vs. specific words were studied by Valerie Reyna
and Charles Brainerd (1995), who discuss the contrast between gist and verbatim
systems of memory and decision making. Often, we perceive the intent of what is
said better than specific words, even if the words are chosen to disguise the intent
behind causal reasoning. The desire to know and the ability to perceive the goal
indicates that in psyche, the final standpoint or purpose is more important than the
causal one. This intentionality of psyche was emphasized by Aristotle (IV BC) in his
discussions of the end cause of forms of the mind. Intentionality of consciousness
is more fundamental than “aboutness”; it is purposiveness.

The intentional property of consciousness led many philosophers during the last
decades to believe that intentionality is a unique and most important characteristic of
consciousness: according to Searle (1992) only conscious beings can be intentional.
But, the mechanism of the knowledge instinct leads to an opposing conclusion.
Intentionality is a fundamental property of life: even the simplest living being is
a result of long evolution and its every component, say a gene or a protein, has a
purpose and intent. In particular, every concept model has evolved with an intent
or purpose to recognize a particular type of signal (event, message, concept) and
to act accordingly (e.g., send a recognition message to other parts of the brain and
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to behavioral models). Aristotle was the first to explain the intentionality of the
mind in this way; he argued that intentionality should be explained through the a
priori contents of the mind. Possibly, future developments of mechanisms of the
knowledge instinct will explain the mind’s intentionality and purposiveness in its
complexity.

Is there any specific relationship between consciousness and intentionality? If
so, it is just the opposite of Searle’s hypothesis of intentionality implying con-
sciousness. Affective, subconscious, lower-bodily-level emotional responses are
concerned with immediate survival, utilitarian goals, and are therefore intentional in
the most straightforward way. A higher-intellectual-level consciousness is not con-
cerned with immediate survival, but with an overall understanding of the world, with
knowledge and beauty. It can afford to be impartial, abstract, and less immediately
intentional than the rest of the psyche; its intentions might be directed toward mean-
ings and purposes of life. As I discuss below, the highest creative aspect of individual
consciousness and the abilities of perceiving beautiful and sublime are intentional
without any specific, lower-level utilitarian goal; they are intentional toward self-
realization, toward future self beyond current self. The current mathematical theo-
ries reviewed in this chapter allow us to manipulate these metaphorical descriptions
more accurately to obtain solutions to long-standing philosophical problems. More-
over, we can identify directions for concrete studies of these metaphors in future
mathematical simulations and laboratory experiments.

Unity of consciousness refers to conscious mental states being parts of a unified
sequence and simultaneous conscious events are perceived as unified into a coher-
ent picture. Searle’s unity is close to what Kant called “the transcendental unity of
apperception.” In MFT, this internal perception is explained as are all perceptions
as being due to a property of the special model involved in consciousness, called
ego by psychologists. The properties of the ego model explain the properties of con-
sciousness. When certain properties of consciousness seem difficult to explain, we
should follow Kant’s example and turn the question around to ask: Which properties
of the ego model would explain the phenomenological properties of consciousness?

Let us begin the analysis of the structures of the ego model and the process of
its adaptation to the constantly changing world from evolutionary-preceding sim-
pler forms. What is the initial state of consciousness: an undifferentiated unity or a
“booming, buzzing confusion” (James 1890)? Or, let us take a step back in evolu-
tionary development and ask, what is the initial state of the preconscious psyche? Or,
let us move back even further toward evolution of sensory systems and perception.
When building a robot for a factory floor, why provide it with a sensor? Obviously,
such an expensive thing as a sensor is needed to achieve specific goals: to sense
the environment with the purpose of accomplishing specific tasks. Providing a robot
with a sensor goes together with an ability to utilize sensory data.

Similarly, in the process of evolution, sensory abilities emerged together with
perception abilities. A natural evolution of sensory abilities could not result in a
“booming, buzzing confusion,” but would have to result in evolutionary advan-
tageous abilities to avoid danger, attain food, etc. Primitive perception abilities
(observed in primitive animals) are limited to a few types of concept-objects



50 L.I. Perlovsky

(light-dark, warm-cold, edible-nonedible, dangerous-attractive. . .) and are directly
‘wired’ to proper actions. When perception functions evolve further, beyond imme-
diate actions, it is through the development of complex internal concept-models,
which unify simpler object-models into a unified and flexible model of the world.
Only at this point of possessing relatively complicated differentiated concept-
models composed of a large number of submodels, can an intelligent system expe-
rience a “booming, buzzing confusion” if it faces a new type of environment. A
primitive system is simply incapable of perceiving confusion: It perceives only those
‘things’ for which it has concept-models and if its perceptions do not correspond to
reality, it just does not survive without experiencing confusion. When a baby is
born, it undergoes a tremendous change of environment, most likely without much
conscious confusion. The original state of consciousness is undifferentiated unity. It
possesses a single modality of a primordial undifferentiated self-world.

The initial unity of psyche limited abilities of the mind, and further development
proceeded through differentiation of psychic functions or modalities (concepts,
emotions, behavior); they were further differentiated into multiple concept-models,
etc., which accelerated adaptation. Differentiation of consciousness is a relatively
recent process (Perlovsky 2006d).

Consciousness is about aspects of concept-models (of the environment, self,
past, present, future plans, and alternatives) and emotions to which we can direct
our attention. As already mentioned, MFT explains consciousness as a specialized
ego model. Within this model, consciousness can direct attention at will, and this
conscious control of will is called free will. A subjective feeling of free will is a
most cherished property of our psyche. Most of us feel that this is what makes us
different from inanimate objects and simple forms of life. Moreover, this property
is a most difficult one to explain rationally or to describe mathematically. But, let
us see how far we can go toward understanding this phenomenon. We know that
raw percepts are often not conscious. As noted earlier, e.g., in the visual system,
we are conscious about the final processing stage, the integrated crisp model, and
unconscious about intermediate processing. We are unconscious about eye receptive
fields, about details of visual perception of motion and color as far as it takes place
in our brain separately from the main visual cortex, etc. (Zeki 1993). In most cases,
we are conscious only of the integrated scene, crisp objects, and so on.

These properties of consciousness follow from properties of concept-models;
they have conscious (crisp) and unconscious (fuzzy) parts, which are accessible and
inaccessible to consciousness, i.e., to the Ego model. In prescientific literature about
mechanisms of the mind there was a popular idea of a homunculus, a little mind
inside our mind, which perceived our perceptions and made them available to our
mind. This naive view is amazingly close to the actual scientific explanation. The
fundamental difference is that the scientific explanation does not need an infinite
chain of homunculi inside homunculi. Instead, there is a hierarchy of mind models
with their conscious and unconscious aspects. The higher in the hierarchy, the less
the conscious differentiated aspect of the models. Until at the top of the hierarchy
there are mostly unconscious models of the meaning of our existence (which I dis-
cuss later).
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Our internal perceptions of consciousness due to the ego model ‘perceive’ crisp
conscious parts of other models similar to models of perception ‘perceive’ objects
in the world. The properties of consciousness as we experience them, such as con-
tinuity and identity of consciousness, are due to properties of the ego model. What
is known about this consciousness model? Since Freud, a certain complex of psy-
chological functions has been called ego. Jung considered ego to be based on a
more general model or archetype of self. Jungian archetypes are psychic structures
(models) of a primordial origin, which are mostly inaccessible to consciousness,
but determine the structure of our psyche. In this way, archetypes are similar to
other models, e.g., receptive fields of the retina are not consciously perceived, but
determine the structure of visual perception. The self archetype determines our
phenomenological subjective perception of ourselves, and structures our psyche in
many different ways, which are far from being completely understood. An important
phenomenological property of self is the perception of uniqueness and indivisibility
(hence, the word individual).

Many contemporary philosophers consider the subjective nature of conscious-
ness to be an impenetrable barrier to scientific investigation. Chalmers (1997) dif-
ferentiated hard and easy questions about consciousness as follows. Easy questions,
which will be answered better and better, are concerned with brain mechanisms:
which brain structures are responsible for consciousness? Hard questions, about
which no progress can be expected, are concerned with the subjective nature of
consciousness and qualia, subjective feelings associated with every conscious
perception. Nagel (1974) described it dramatically with a question: “What is it like
to be a bat?” But I disagree. I do not think these questions are hard. They are not
mysteries; they are just the wrong questions for a scientific theory. Newton, while
describing the laws of planetary motion, did not ask: “What is it like to be a planet?”
(Even so, something like this feeling is a part of scientific intuition.) The subjective
nature of consciousness is not a mystery. It is explained by the subjective nature
of the concept-models of which we are conscious. The subjectivity is the result of
combined apriority and adaptivity of the consciousness model, the unique genetic
a priori structures of psyche together with our unique individual experiences. I
consider the only hard questions about consciousness to be free will and the nature
of creativity.

Let us summarize. Most of the mind’s operations are not accessible to conscious-
ness. We definitely know that neural firings and connections cannot be perceived
consciously. In the foundations of the mind there are material processes in the
brain inaccessible to consciousness. Jung (1934) suggested that conscious concepts
are developed by the mind based on genetically inherited structures, archetypes,
which are inaccessible to consciousness. The mind mechanisms, described in MFT
by dynamic logic and fuzzy models, are not accessible to consciousness. Gross-
berg (1982) suggested that only signals and models attaining a resonant state (i.e.,
signals matching models) could reach consciousness. It was further detailed by
Taylor (2005); we are conscious about our modelswhen our model anticipation of
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reality contradicts sensory signals. Final results of dynamic logic processes, reso-
nant states characterized by crisp models, and corresponding signals are accessible
to consciousness.

7 Higher Cognitive Functions

Imagination involves excitation of a neural pattern in a sensory cortex in the absence
of an actual sensory stimulation. For example, visual imagination involves excitation
of visual cortex, say, with closed eyes (Grossberg 1982; Zeki 1993). Imagination
was long considered a part of the thinking process; Kant (1790) emphasized the
role of imagination in the thought process, and called thinking “a play of cognitive
functions of imagination and understanding.” Whereas pattern recognition and arti-
ficial intelligence algorithms of the recent past could not relate to this (Minsky 1988;
Penrose 1994), the Carpenter and Grossberg (1987) resonance model and the MFT
dynamics both describe imagination as an inseparable part of thinking. Imagined
patterns are top-down signals that prime the perception cortex areas (priming is
neural terminology for enabling neurons to be more readily excited). In MFT, the
imagined neural patterns are given by models Mh .

As discussed earlier, visual imagination can be “internally perceived” with closed
eyes. The same process can be mathematically modeled at higher cognitive lev-
els, where it involves models of complex situations or plans. Similarly, models of
behavior at higher levels of the hierarchy can be activated without actually prop-
agating their output signals down to actual muscle movements and to actual acts
in the world. In other words, behavior can be imagined and evaluated along with
its consequences, which is the essence of plans. Sometimes, imagination involves
detailed alternative courses of action considered and evaluated consciously. Some-
times, imagination may involve fuzzy or vague, barely conscious models, which
reach consciousness only after they converge to a “reasonable” course of action,
which can be consciously evaluated. From a mathematical standpoint, this latter
mechanism is the only possible, because conscious evaluation cannot involve all
possible courses of action; it would lead to combinatorial complexity and impasse.
It remains to be proven in brain studies, which will identify the exact brain regions
and neural mechanisms involved.

MFT adds details to the Kantian description of the working of the mind in
agreement with neural data: thinking is a play of top-down higher-hierarchical-level
imagination and bottom-up lower-level understanding. Kant identified this “play”
described by [Eqs. (3–6)] as a source of aesthetic emotion. Kant used the word
“play,” when he was uncertain about the exact mechanism; this mechanism, accord-
ing to our suggestion, is the knowledge instinct and dynamic logic.

Aesthetic emotions and the instinct for knowledge. Perception and cognition, rec-
ognizing objects in the environment and understanding their meaning is so impor-
tant for survival that a special instinct evolved for this purpose. This instinct for
learning and improving concept-models I call the instinct for knowledge. In MFT it
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is described by maximization of the similarity between the models and the world,
[Eq. (2)]. We perceive emotions related to satisfaction-dissatisfaction of this instinct
as harmony-disharmony (between our understanding of how things ought to be and
how they actually are in the surrounding world). According to Kant (1790) these are
aesthetic emotions (emotions that are not related directly to satisfaction or dissatis-
faction of bodily needs).

The instinct for knowledge makes little kids, cubs, and piglets jump around
and play fight. Their inborn models of behavior must adapt to their body weights,
objects, and animals around them long before the instincts of hunger and fear will
use the models for direct aims of survival. Childish behavior just makes the work of
the knowledge instinct more observable; to varying degrees, this instinct continues
acting throughout our lives. We are always bringing our internal models into cor-
respondence with the world. In adult life, when our perception and understanding
of the surrounding world is adequate, aesthetic emotions are barely perceptible: the
mind just does its job. Similarly, we do not usually notice adequate performance
of our breathing muscles and satisfaction of the breathing instinct. However, if
breathing is difficult, negative emotions immediately reach consciousness. The same
is true about the knowledge instinct and aesthetic emotions. If we do not under-
stand our surroundings, if objects around us do not correspond to our expectations,
negative emotions immediately reach consciousness. We perceive these emotions
as disharmony between our knowledge and the world. Thriller movies exploit the
instinct for knowledge: they are mainly based on violating our expectations; their
personages are shown in situations, in which knowledge of the world is inadequate
for survival.

Let me emphasize again, aesthetic emotions are not peculiar to art and artists;
they are inseparable from every act of perception and cognition. In everyday life
we usually do not notice them. Aesthetic emotions become noticeable at higher
cognitive levels in the mind hierarchy, when cognition is not automatic, but requires
conscious effort. Damasio’s (1994) view of emotions defined by visceral mecha-
nisms, as far as discussing higher cognitive functions, seems erroneous in taking
secondary effects for the primary mechanisms. People often devote their spare time
to increasing their knowledge, even if it is not related to their job and a possibility
of promotion. Pragmatic interests could be involved: knowledge makes us more
attractive to friends and might help find sexual partners. Still, there is a remainder,
a pure joy of knowledge, aesthetic emotions satisfying the knowledge instinct.

Beauty and sublimity. Cognitive science is at a complete loss when trying to
explain the highest human abilities, the most important and cherished abilities to
create and perceive beautiful and sublime experiences. Their role in the working of
the mind is not understood. MFT explains that simple harmony is an elementary aes-
thetic emotion related to improvement of object models. Higher aesthetic emotions
are related to the development and improvement of more complex “higher” models
at higher levels of the mind hierarchy. The highest forms of aesthetic emotion are
related to the most general and most important models near the top of the hierarchy.
According to Kantian analysis (Kant 1790, 1798), among the highest models are
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models of the meaning of our existence, of our purposiveness or intentionality, and
beauty is related to improving these models.

Models at the top of the mind hierarchy, models of our purposiveness, are largely
fuzzy and unconscious. Some people, at some points in their lives, may believe that
their life purpose is finite and concrete, e.g., to make a lot of money or build a loving
family and bring up good children. These models are aimed at satisfying powerful
instincts, but not the knowledge instinct, and they do not reflect the highest human
aspirations. Everyone who has achieved a finite goal of making money or raising
good children knows that this is not the end of his or her aspirations. The reason
is that everyone has an ineffable feeling of partaking in the infinite, while at the
same time knowing that our material existence is finite. This contradiction cannot
be resolved. For this reason, models of our purpose and meaning cannot be made
crisp and conscious; they will forever remain fuzzy and partly unconscious.

Everyday life gives us little evidence with which to develop models of meaning
and purposiveness of our existence. People are dying every day and often from ran-
dom causes. Nevertheless, life itself demands belief in one’s purpose; without such a
belief it is easier to get drunk or take drugs than to read this article. These issues are
not new; philosophers and theologians have expounded them from time immemo-
rial. The knowledge instinct theory gives us a scientific approach to the eternal quest
for meaning. We perceive an object or a situation as beautiful when it stimulates
improvement of the highest models of meaning. Beauty is what “reminds” us of our
purposiveness. This is true about perception of beauty in a flower or in an art object.
Just as an example, R. Buckminster Fuller, an architect, best known for inventing the
geodesic dome wrote: “When I’m working on a problem, I never think about beauty.
I think only how to solve the problem. But when I have finished, if the solution is not
beautiful, I know it is wrong” (http://www.quotationspage.com/quote/26209.html).
The MFT explanation of the nature of beautiful helps in understanding the exact
meaning of this statement and resolves a number of mysteries and contradictions in
contemporary aesthetics (Perlovsky 2002, 2006d).

The feeling of spiritually sublime is similar yet different from beautiful. Whereas
beauty is related to improvement of the models of cognition, sublimity is related to
improvement of the models of behavior realizing the highest meaning in our lives.
Beauty and sublimity are not finite. MFT tells us that mathematically, improvement
of complex models is related to choices from among an infinite number of possibil-
ities. A mathematician may consider 100100, or a million to the millionth power as
a finite number. But for a physicist, a number that exceeds all elementary events in
the life of the universe is infinite. A choice from infinity is infinitely complex and
contains infinite information. Therefore, choices of beauty and sublimity contain
infinite information. This is not a metaphor, but exact mathematical fact. Beauty
is at once objective and subjective. It really exists. Cultures and individuals cannot
exist without the ability for beauty, yet it cannot be described by any finite algorithm
or set of rules.

Beauty of a physical theory, sometimes discussed by physicists, is similar in its
infinity to beauty in an artwork. For a physicist, beauty of a physical theory is related
to improving the models of the meaning in our understanding of the universe. This
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satisfies a scientist’s quest for the purpose, which he identifies with the purpose in
the world.

Intuition. Intuitions include inner perceptions of object models, images produced
by them, and their relationship with objects in the world, including higher-level
models of relationships among simpler models. Intuitions involve fuzzy uncon-
scious concept-models that are in a state of being formed, learned, and being adapted
toward crisp and conscious models (say, a theory). Conceptual contents of fuzzy
models are undifferentiated and partly unconscious. Similarly, conceptual and emo-
tional contents of these fuzzy mind states are undifferentiated; concepts and emo-
tions are mixed up. Fuzzy mind states may satisfy or not satisfy the knowledge
instinct in varying degrees before they become differentiated and accessible to con-
sciousness, hence the vague complex emotional-cognitive feel of an intuition. Con-
tents of intuitive states differ among people, but the main mechanism of intuition
is the same among artists and scientists. Composer’s intuitions are mostly about
sounds and their relationship to psyche. Painter’s intuitions are mostly about colors
and shapes and their relationship to psyche. Writer’s intuitions are about words
or, more generally, about language and its relationship to psyche. Mathematical
intuition is about structure and consistency within a theory and about relationships
between the theory and a priori content of psyche. Physical intuition is about the
real world, the first principles of its organization, and the mathematics describing it.

Creativity is an ability to improve and construct new concept-models. To a small
degree it is present in everyday perception and cognition. Usually the words “cre-
ativity,” “creative,” or “discovery” are applied to improving or creating new concept-
models at higher cognitive levels, concepts that are important for the entire society
or culture. A crisp and specific model can only match a specific content; therefore
it cannot lead to creation of new content. Creativity and discovery, according to
Section 5, involve vague, fuzzy models, which are made more crisp and clear. It
occurs, therefore, at the interface between consciousness and unconscious. A sim-
ilar nature of the creative process, involving consciousness and unconscious, was
discussed by Jung (1921). Creativity usually involves intuition, as discussed above:
fuzzy undifferentiated feelings-concepts.

Creativity is driven by the knowledge instinct. Two main mechanisms of creativ-
ity, the components of the knowledge instinct, are differentiation and synthesis. Dif-
ferentiation is a process of creating new, more specific, and more detailed concept-
models from simpler, less differentiated, and less conscious models. Mathematical
mechanisms of differentiation were discussed in Section 5. The role of language
in differentiation of cognition was discussed in (Perlovsky, 2006b), as noted, this
research is in its infancy and a subject of future work.

Synthesis is a process of connecting detailed crisp concept-models to the uncon-
scious, instincts, and emotions. The need for synthesis comes from the fact that most
of our concept-models are acquired from language. The entire conceptual content of
the culture is transmitted from generation to generation through language; cognitive
concept-models cannot be transmitted directly from brain to brain. Therefore, con-
cepts acquired from language have to be used by individual minds to create cognitive
concepts. The mechanism of integrating cognition and language (Perlovsky 2006b)
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explains that language concepts could be detailed and conscious, but not necessarily
connected to equally detailed cognitive concepts, to emotions, and to the knowledge
instinct. Connecting language and cognition involves differentiating cognitive mod-
els; developing cognitive models, which differentiation and consciousness approach
that of language models. Every child acquires language between the ages of one and
seven, but it takes the rest of life to connect-abstract language models to cognitive
concept-models, to emotions, instincts, and to life’s needs. This is the process of
synthesis; it integrates language and cognition, concepts and emotions, conscious
and unconscious, instinctual and learned. Current research directions discussed in
(Perlovsky 2006b) are just touching on these mechanisms of synthesis, which is
largely an area for future research.

Another aspect of synthesis, essential for creativity, is developing a unified whole
within psyche, a feel and intuition of purpose and the meaning of existence. It is
necessary for concentrating will, for survival, for achieving individual goals, and
in particular for satisfying the knowledge instinct by differentiating knowledge.
Concept-models of purpose and meaning, as discussed, are near the top of the
mind hierarchy; they are mostly unconscious and related to feelings of beautiful
and sublime. A condition of synthesis is correspondence among a large number of
concept-models. A knowledge instinct as discussed in Section 3 is a single measure
of correspondence among all the concept-models and all the experiences-data about
the world. This is, of course, a simplification. Certain concept-models have high
value for psyche (e.g., religion, family, success, political causes) and they affect
recognition and understanding of other concepts. This is a mechanism of differen-
tiation of the knowledge instinct. Satisfaction of the knowledge instinct therefore
is not measured by a single aesthetic emotion, but by a large number of aesthetic
emotions. The entire wealth of our knowledge should be brought into correspon-
dence with itself, which requires manifold of aesthetic emotions. Differentiation of
emotions is engendered by music (Perlovsky 2008), but that is beyond the scope of
this chapter.

There is an opposition between differentiation and synthesis in individual minds
as well as in the collective psyche, which leads to complex evolution of cultures. Dif-
ferentiated concepts acquire meaning in connection with the instinctual and uncon-
scious in synthesis. In the evolution of the mind, differentiation is the essence of the
development of the mind and consciousness, but it may bring about a split between
conscious and unconscious, between emotional and conceptual, between language
and cognition. Differentiated and refined models existing in language may lose their
connection with cognitive models, with people’s instinctual needs. If the split affects
the collective psyche, it leads to a loss of the creative potential of a community
or a nation. This was the mechanism of death of great ancient civilizations. The
development of culture, the very interest of life requires combining differentiation
and synthesis. Evolution of the mind and cultures is determined by this complex
nonlinear interaction: One factor prevails, then another (Perlovsky 2008). This is an
area for future research.

Teleology, causality, and the knowledge instinct. Teleology explains the universe
in terms of purposes. In many religious teachings, it is a basic argument for the
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existence of God: If there is purpose, an ultimate Designer must exist. Therefore,
teleology is a hot point of debate between creationists and evolutionists: Is there
a purpose in the world? Evolutionists assume that the only explanation is causal.
Newton’s laws gave a perfect causal explanation for the motion of planets: A planet
moves from moment to moment under the influence of a gravitational force. Simi-
larly, today, science explains motions of all particles and fields according to causal
laws, and there are exact mathematical expressions for fields, forces, and their
motion. Causality explains what happens in the next moment as a result of forces
acting in the previous moment. Scientists accept this causal explanation and oppose
teleological explanations in terms of purposes. The very basis of science, it seems,
is on the side of causality, and religion is on the side of teleology.

However, at the level of first physical principles this is wrong. The contradiction
between causality and teleology does not exist at the very basic level of funda-
mental physics. The laws of physics, from classical Newtonian laws to quantum
superstrings, can be formulated equally as causal or as teleological. An example of
a teleological principle in physics is energy minimization: particles move so that
energy is minimized, as if particles in each moment know that their purpose is to
minimize the energy. The most general physical laws are formulated as minimiza-
tion of Lagrangian. Causal dynamics, motions of particles, quantum strings, and
superstrings are determined by minimizing Lagrangian (Feynman and Hibbs 1965).
A particle under force moves from point to point as if it knows its final purpose—to
minimize Lagrangian. Causal dynamics and teleology are two sides of the same
coin.

The knowledge instinct is similar to these most general physical laws: evolution
of the mind is guided by maximization of knowledge. A mathematical structure
of similarity (2) is similar to a Lagrangian, and it plays a similar role; it bridges the
causal dynamic logic of cognition and the teleological principle of maximum knowl-
edge. Similarly to basic physics, dynamics and teleology are equivalent: Dynamic
logic follows from maximization of knowledge and vice versa. Ideas, concept-
models, change under the ‘force’ of dynamic logic, as if they know their purpose—
Maximum knowledge. One does not have to choose between scientific explanation
and teleological purpose: Causal dynamics and teleology are equivalent.

8 Experimental Evidence, Prediction, and Testing

The mind is described in psychological and philosophical terms, whereas the brain
is described in terms of neurobiology and medicine. Within scientific exploration
the mind and brain are different description levels of the same system. Establishing
relationships between these descriptions is of great scientific interest. Today we
approach solutions to this challenge (Grossberg 2000), which eluded Newton in
his attempt to establish a physics of “spiritual substance” (Westfall 1983). Detailed
discussion of established relationships between the mind and the brain is beyond the
scope of this chapter. I briefly mention the main known and unknown facts and give
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references for further reading. Adaptive modeling abilities are well studied with
adaptive parameters identified with synaptic connections (Koch and Segev 1998;
Hebb 1949); instinctual learning mechanisms have been studied in psychology
and linguistics (Piaget 2000; Chomsky 1981; Jackendoff 2002; Deacon 1998).
General neural mechanisms of the elementary thought process (which are similar
in MFT and ART (Carpenter and Grossberg 1987)) include neural mechanisms for
bottom-up (sensory) signals, top-down imagination model signals, and the resonant
matching between the two; these have been confirmed by neural and psychological
experiments (Grossberg 1988; Zeki 1993; Freeman 1975). Ongoing research
addresses relationships between neural processes and consciousness (Koch 2004;
Carpenter and Grossberg 1987). Relating MFT to brain mechanisms in detail is a
subject of current as well as future research.

Ongoing and future research will confirm, disprove, or suggest modifications
to the specific mechanisms considered in Sections 5 and 6. These mechanisms
include model parameterization and parameter adaptation, reduction of fuzziness
during learning, and the similarity measure described by Eq. (2) as a foundation of
the knowledge instinct and aesthetic emotion. Other mechanisms include, on one
hand, relationships between psychological and neural mechanisms of learning and,
on the other, aesthetic feelings of harmony and emotions of beautiful and sublime.
Future research will also investigate the validity of the dual integrated structure
of concept-models described in (Perlovsky 2006b) as a foundation for interaction
between cognition and language and for symbolic ability. A step in this direc-
tion will be to demonstrate in simulations that this mechanism actually integrates
cognition and language without combinatorial complexity. Specific neural systems
will need to be related to mathematical descriptions as well as to psychological
descriptions in terms of subjective experiences and observable behavior. Ongoing
simulation research addresses the evolution of models jointly with the evolution of
language (Fontanari and Perlovsky 2004, 2005a,b). Also being investigated are the
ways that MFT and the knowledge instinct relate to behavioral psychology and to
the specific brain areas involved in emotional reward and punishment during learn-
ing (Levine and Perlovsky 2006). Interesting unsolved problems include: detailed
mechanisms of interactions between cognitive hierarchy and language hierarchy
(Perlovsky 2004, 2006b); differentiated forms of the knowledge instinct, the infinite
variety of aesthetic emotions perceived in music, and their relationship to mech-
anisms of synthesis (Perlovsky 2008); and interactions of differentiation and syn-
thesis in the development of the mind during cultural evolution. Future experimen-
tal research will have to examine, in detail, the nature of hierarchical interactions,
including mechanisms of learning hierarchy, to what extent the hierarchy is inborn
vs. adaptively learned, and the hierarchy of the knowledge instinct.
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A Real-Time Agent System Perspective
of Meaning and Sapience

Ricardo Sanz, Julita Bermejo, Ignacio López, and Jaime Gómez

Abstract Wisdom and sapience have traditionally been considered desirable traits
in humans, but the use of the terms is decaying, due perhaps to an arising relativism
that lessens the value of others’ knowledge. This chapter proposes an interpreta-
tion of sapience in terms of meaning generation and knowledge exploitation in
social groups of knowledge-based agents. Sapient agents are able to generate useful
meanings for other agents beyond their own capability to generate self-meanings.
This makes sapient agents especially valuable entities in agent societies because
they engender interagent reliable third-person meaning generation that provides
some functional redundancy, which contributes to the enhancement of individual
and social robustness and global performance. This chapter describes some musings
concerning sapience and meaning generation in the context os the ASys theory of
autonomous cognitive systems.

1 Introduction

Knowledge-based systems have been a matter of research and development for
years. From the logic-based problem solvers of the 1960s to the expert systems of
the 1980s or contemporary model-based systems, the nature of exploitable knowl-
edge has been a core issue in artificial intelligence. Construction of well-performing
systems seems to require the codification of suitable knowledge in suitable forms
for agent activity.

In a sense, there has been an increasing awareness that having knowledge—
whatever its form—is not enough. To perform adequately, agents need to acquire
an understanding of their action context so they can decide rationally about the
proper action to be taken and the proper knowledge to be used in deciding about
it. This means that agents should interpret information coming from their sensors
and generate meanings from this information to be used in the action decision-
making process. This issue of situation awareness has been raised many times
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Fig. 1 Two-level phasing of situated intelligent systems: (1) plant situation awareness, and (2)
control action generation; from Sanz (1990)

and even addressed specifically in the design of intelligent system architectures
(see, e.g., Fig. 1).

While this brief analysis directly gets into the old debate about data, information,
knowledge, and meaning, we will not contribute to it extensively, but it will be
somehow necessary to clarify some of the terms used in the analysis of wisdom and
sapience that follows (e.g., intelligence, meaning or knowledge).

(Mayorga 2005) proposed a differentiation between intelligence and wisdom
based on the inner architecture of action. He sees “intelligence” as related to an
“analysis” → “action” process, whereas “wisdom” is seen as related to “analysis,”
“synthesis,” → “action” process.

Although we are not going to enter the debate about the definition of intelligence
[see Sanz et al. (2000)] forss a partial account of our views, which we can summarize
as utility maximization in knowledge-based action), it is none the less necessary to
analyze the nature of the knowledge involved in action generation and propose a
model for third-person meaning generation that will provide a simple interpretation
of the concepts of “wisdom” and “sapience.”

To achieve this objective, first we present a model of first-person meaning gener-
ation. Next, we apply this model to a cross-agent meaning generation process.

Other authors, (e.g., Tien, 2003) consider that wisdom is just a further step in
the data → information → knowledge ladder (see Fig. 2). Or as Landauer (1998)
puts it in his meaning hierarchy, the ladder is data → information → knowledge
→ understanding. Tuomi (1999) proposes an alternative hierarchy of information
and meaning going from unfiltered data to high level wisdom related to compassion
(see Fig. 5).

While meaning (semantics) is critical for purposeful action, few psychological
theories have taken the study of meaning as the foundation of a working the-
ory of the mind (Combs 2000). Hardy (1998) says that the generation of mean-
ing is produced by the continuous closed causal link between an internal context
(what she calls the semantic constellations) and an external context (a meaning-
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Fig. 2 Moving from
information to wisdom
according to Tien (2003)

ful environment). Other’s argue for a theory of meaning based on embodiment
(e.g., Barsalou, 1999; Glenberg, 1997; Lakoff, 1987). This alternative is based on
the idea that cognition is intimately connected with the functioning of the body
(Glenberg et al. 1999).

2 The Nature of Meaning

Beyond classical accounts of life-related information and meaning generation
(Oyama 1985), we focus on abstract cognitive agents with the—perhaps hopeless—
purpose of a theory that is applicable to both the analysis of extant cognitive agents
and to engineering processes of high-performance artificial agents, as those found
controlling the technical systems of today’s world.

Some authors have proposed that meaning is just a list of features—like a frame
in classical AI—but there are compelling arguments from different sources against
this interpretation [see, e.g., Shanon (1988)]. Another classic alternative was to con-
sider that the meaning of symbols is a semantic network, but this leads to a recur-
sive search of meaning that finally ends in the symbol-grounding problem (Harnad
1990). A third solution is based on the symbols taking on meaning by referring to
entities outside the agent. That is, perception is seen as the core engine of mean-
ing assignment to internal symbols, which corresponds to the views of interactivist
schools. But the recurrent discussion about the necessity of embodiment disappears
when constructors become aware that minds necessarily run on virtual machines
and hence the existence and awareness of an extant body is both unavoidable and
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out pathin path

Fig. 3 The in and out paths of a situated system show the range of decision-making activities
coupled with the different information levels

useful for enhancing behavior. All this happens over a dual layered structure of in
and out steps (see Fig. 3).

In most of these interpretations, however, there is a big pending issue: they usu-
ally lack support of a core feature of meanings: meanings can capture the dynamics
of entities in their contexts. Meanings are not constrained to statics; they also express
change (actual or potential).

If we can say that X captures the meaning of a concrete piece of information,
it is because X provides a sensible account of the relation of the agent with the
originator—the causal agent—of the information in present and potentially future
conditions.

As Meystel (2001) says, “the first fundamental property of intelligent systems
architectures (the property of the existence of intelligence) can be visualized in the
law of forming the loop of closure” (see Fig. 4). This loop of closure is seen in
intelligent systems as composed by the world, sensors, world models, and behavior
generators, the last three constituting parts of the agent. A fourth component is
necessary to provide the goal-centered behavior of agents: the value judgment
engine.

If we consider how behavior is generated, the value judgment component in
RCS architecture (Albus and Barbera 2005) is critical (see Fig. 8). But this value
judgment should not be made over raw or filtered sensor data (i.e., judging the
present state of affairs) nor over the agent’s present mental state. Value judgment
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Fig. 4 The elementary loop of functioning—loop of closure—as described by Meystel (2003)
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Patterns
Information

Unfiltered
Data
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Wisdom

Choice
Intelligence

Learning/experience
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Fig. 5 The hierarchy of information/meaning (Tuomi 1999) when an agent is evolving from the
experiential viewpoint (yield = intellectual dividends per effort invested).

is necessarily done over potential futures based on an agent’s present mental state.
Is this value judgment of potential future states what assigns meanings to facts of
reality.

3 Meaning Generation in the ASys Model

The previous analysis shows that the core elements of a meaning generation engine
are a predictor and a state value calculator. This is what the human brain does all the
time to generate meanings: evaluation of causal impact of what we see. Meanings
are generated by means of temporal utility functions.
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A real-time time/utility function expresses the utility to the system of an action
completion as a function of its completion time, which is at the core root of real-time
systems engineering, i.e., engineering of systems that have requirements related to
the passage of time.

The meaning of a concrete (externally or internally) perceived fact is the parti-
tioning of potential future trajectories of the agent in its state space. For example, if
I see that it is raining outside, this fact divides all my potential futures into two sets:
in one I continue dry; in the other I get wet. This partitioning is the meaning of the
fact “it is raining outside.”

This interpretation of meaning as related to the dynamics of futures can be
found in many different areas, e.g., neurobiology, psychology, or even software
engineering. In order to help in this calculation of futures and future values, situ-
ated cognitive agents exploit the interaction with the world—and with other cogni-
tive agents—to maximize behavior utility by driving such interaction by adaptive
models of the reality they are dealing with (see Fig. 6). These models of a part
of the reality—the plant under control in artificial systems—constitute the core
of the real-world knowledge of the agent and are the very foundation of meaning
calculation.

Physicality

Mentality

Sensor

Plant

Plant Model

Control

Actuator

Fig. 6 Situated cognitive agents exploit the interaction with the world to maximize utility and this
is achieved by means of driving such interaction by means of models of the reality—the plant
under control in artificial systems—that constitute the very knowledge of the agent
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4 Other Analyses of Meaning Generation

4.1 Freeman’s Mental Dynamics

Walter Freeman (1997) identifies meanings with “the focus of an activity pat-
tern that occupies the entire available brain.” From his point of view there are no
representations in the brain, only meanings. The brain is an engine for meaning
generation—based on brain perceptual dynamics—and, simultaneously, an engine
for action generation based on the same type of dynamics.

4.2 Gibson’s Affordance Theory

According to the ecological psychologist James Gibson (1979), an affordance is an
activity that is made possible—an action possibility so to say—by some property of
an object. A valve affords flow control by being the right shape and size and being
in the right place in the place where one needs to reduce the flow.

In some contexts, affordances are classified into three categories based on: sen-
sory (unlearned sensory experience), perceptual (learned categorizations of sensory
experience), or cognitive (thought-based) processes. There are even considera-
tions about the possibilities of nonaware affordances. The most classic example
of affordances involves doors and their handles (buildings, cars, etc.), but the
world of control systems is full of these entities: actuators are embodiments of
affordances.

4.3 Griswold’s Program Meaning

In the area of tool-based software engineering, programmers look for automated
methods to transform program specifications into final deployable packages. This
is expected to solve the handcrafting bottleneck of manual programming. See,
e.g., the work of Griswold and Notkin (1995) in the field of computer program
transformation.

This implies having meaningful transformations of programs between different
representations. The MDA proposal, e.g., considers transformations from UML-
based platform-independent models into platform-dependent models, and then into
concrete implementation-oriented languages (IDL, C + +, etc.).

All this transformation should be meaning preserving. But program meaning
is not related to the actual wording of the code–that in model-centric software
development may not even exist in some phases–but with the concrete program
functionality (the program behavior) when it is executed over the appropriate plat-
form, i.e., the platform that provides the required abstractions that the application
was based on.
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5 Meaning in Control Systems

From the former analysis, we can see that meaning cannot be associated with an
isolated piece of information but rather with a set composed of the information, the
agent for which the information is meaningful, and the context in which the agent
operates. To summarize, the meaning of a piece of information is agent and context
dependent, something that it is well known in psychology (Clark 1998).

Most researchers’ creatures manipulate meanings without having an explicit the-
ory, by means of ad hoc meaning generation processes embedded in the control
architectures. These are based on a particular, hidden ontology and a value system
that is implicit in the architecture [see, e.g., Steels (1998)].

Valuable engineering efforts are those oriented toward a clarification of the
role that architecture plays in control systems and how is it possible to attain
constructability of complex systems by means of scalable design patterns. This
approach is especially well captured in the multiresolutional approach fostered by
the control design pattern that Meystel (2003) calls the elementary loop of function-
ing. Is of importance in relation to the ASys theory of meaning. The incorporation
of value judgment mechanisms over this elementary loop (see Fig. 7).

The elementary loop of functioning, when applied hierarchically, generates a
multiresolutional ladder of meanings specifically focused on the controllable sub-
space of each control level. This approach partitions both the problem of meaning
generation and the problem of action determination, leading to hierarchical control
structures that have interesting properties of self-similarity.

This core design pattern approach is extended in the concept of a control node
of the RCS control architecture (Albus 1992) (see Fig. 8). Beyond the model of the

situation plan evaluation

plan
effects

situation
evaluation

Fig. 7 Meystel’s elementary loop of functioning incremented with a value judgment unit to gener-
ate meanings; this design matches what is proposed in the ASys theory about meaning generation.
This structure corresponds to the elementary control node of the RCS intelligent control architec-
ture (Albus 1992)
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world and the sensing and acting units, this architecture considers the existence of
a value judgment unit that evaluates both static and dynamic states derived from
hypothetical plan execution.

6 Sapience: Generating Others’ Meanings

To go to the core issue of the problem, i.e., the nature of sapience, we interpret it
as the capability of generating meanings for others. Sapient agents can interpret the
state of affairs and generate meanings that are valuable for other agents, i.e., like
those generated by value judgment engines that are transpersonal. The attribution
of sapience is social in the sense that it happens when the sapient agent is able to
generate meanings that are socially valid, i.e., valid not only for one agent but for
a group of agents. Generating meanings that are valid for more that one agent is
beyond normal agent capabilities, which makes sapient agents really special.

To some extent, sapient systems can voluntarily select and use shared ontologies
(those that are used by others) and prediction engines to generate meanings that
are valid for them. This capability of shared ontology selection and use is largely
sought (Mizoguchi and Ikeda 1996) in present-day research on distributed informa-
tion systems (see, e.g., the efforts related to the semantic web). The sharing of an
ontology is what enables agent teams to collaborate in the execution of task as a
group (see Fig. 9).

Beyond the meaning calculation fact, sapient systems usually manifest them-
selves by means of their explanatory capabilities; i.e., they can communicate the
results of the calculation to the target agent. This may be seen as clearly reject-
ing those fashionable accounts of sapience as obscure manifestations of mental
capability. Explanation is hence strongly related to the perception of sapience [see
Craik (1943) Brewer et al. (1998) or Wilson and Keil (1998)].

Obviously this vision is strongly related to the psychology concept of “theories
of mind,” but goes well beyond it in the sense that the “theory of mind” is typically
restricted to agent-to-agent interaction.

Fig. 9 Multiagent systems
can only operate if the
ontologies are shared to be
able to reconstruct meaning
from messages coming from
other agents
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This view of sapience can be implicit or explicit (when the sapient system con-
sciously uses the model of the other to calculate meanings). It is like having ‘delib-
erative’ sapience.

7 Meanings in Hive Minds

Of major interest for those of us who focus our research in the domain of com-
plex distributed controllers is the capability of exploiting this sapience mechanics to
improve the integration level of a distributed controller.

We may wonder to what extent meaning integration can lead to mind federation
and the emergence of a single, unified controller: a hive mind. If meaning is globally
integrated it implies that the different subsystems may be aware of what is going on
that is affecting other subsystems. A kind of distributed consciousness emerges.

Some people have considered the possibility of shared or collective conscious-
ness even for humans [see, e.g., Hardy 1998, Sheldrake 1988, or Laszlo 1996]. From
this perspective, individuals can conjointly share a particular experience even from
distance.

People dealing with practically independent environments can use other’s previ-
ous experiences in similar situations to better understand the present state of affairs.
These previous experiences are culturally shared, and when executed over similar
virtual machines (Sloman and Chrisley 2003) can generate similar interpretations
of reality that coalesce into coherent social behaviors that can be seen as a form of
collective understanding.

Perhaps we can exploit this kind of social phenomenon in the implementation of
advanced cognitive conscious modular controllers.

8 Conclusions

Agent’s meanings are not static interpretations of agent-perceived data but do cap-
ture future trajectories of the agent in his state space in a particular context. This is
strongly related to Putnam’s (1975) causal theory of meaning.

Sapient systems are agents that have the capability of generating meanings for
others, i.e., they can assess situations as other agents would do and suggest courses
of action based on an other agents set of values.

Wisdom is hence nothing categorically different from what is available in con-
ventional agent architectures, but a particular capability of an agent to use its own
resources to think for others. Wisdom in hence attributed by others owing to this
capability that goes beyond usual agent capabilities.

This understanding of meaning is strongly related to recent theories of conscious-
ness and lead us to the possibility of achieving consciousness states in control sys-
tems (Sanz and Meystel 2002).
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This approach to explicit management of meanings is currently under imple-
mentation in the SOUL Project (http://www.aslab.org/public/projects/SOUL/) in the
authors’ laboratory.
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Sapient Agents



Toward BDI Sapient Agents: Learning
Intentionally

Alejandro Guerra-Hernández, and Gustavo Ortíz-Hernández

Abstract Sapient agents have been characterized as systems that learn their
cognitive state and capabilities through experience, considering social environments
and interactions with other agents or humans. The BDI (belief, desire, intention)
model of cognitive agency offers philosophical grounds on intentionality and
practical reasoning, as well as an elegant abstract logical semantics. However,
the lack of learning and social competences of this model constitutes a serious
limitation when sapient agents are the issue. This chapter discusses some ideas on
intentional and social learning, that support the revision of practical reasons by the
BDI agents. The resulting agents can learn, and then update, their plans’ contexts
to avoid forming intentions that eventually fail. Individual and social learning
have been successfully attained in our own BDI interpreter based on dMARS, and
ported to the Jason interpreter based on AgentSpeak(L). Multiagent consistency
is guaranteed through a protocol based on cooperative goal adoption. These BDI
learning agents seems closer to the intended characterization of sapient agents.

1 Introduction

Sapient agents have been characterized as systems that learn their cognitive state and
capabilities through experience (Otterlo et al. 2003). Other features of such agents
include the ability to consider social environments, interaction with other agents or
humans, and the ability to deal with emotions. One of the best-known models of cog-
nitive agency is the belief, desire, intention (BDI) approach. The relevance of this
model can be explained in terms of its philosophical base on intentionality (Dennett
1987) and practical reasoning (Bratman 1987), as well as its elegant abstract logical
semantics (Rao 1996, Rao and Georgeff 1998, Singh et al. 1999, Wooldridge 2000).
However, if sapience is the issue, two well-known limitations of this model must be
considered (Georgeff et al. 1999): its lack of learning and social competences. This
chapter discusses some extensions to the BDI model (Guerra-Hernández et al. 2001,
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2004a,b, 2005), that enable intentional and social learning. By intentional learning,
we mean that these agents can learn, and then update, their practical reasons (plans’
contexts) to adopt an intention, particularly to correct experienced failures. By social
learning, we mean that these agents can interact through collaborative goal adoption
(Castelfranchi 1998) to learn intentionally and keep consistency in their multiagent
system (MAS). The resulting BDI learning agents seem closer to the intended char-
acterization of sapient agents.

The organization of the chapter is as follows: Since the BDI model is well known,
Section 2 offers a very brief introduction to BDI agency, pointing out some relevant
concepts and references. Section 3 discusses BDI learning agents’ design issues.
Section 4 focuses on a scale of learning agents, induced by their degree of aware-
ness. Section 5 present some examples of BDI learning agents at the first two levels
of the proposed scale: individual and collaborative learning. Finally Section 6 con-
cludes and presents future work, including a new protocol based on incremental
learning.

2 BDI Agency and Learning

Agents are usually characterized as systems that exhibit flexible autonomous
behavior (Wooldridge 2000). BDI models of agency approximate this kind of
behavior through two related theories about the philosophical concept of intention-
ality: Intentional systems are defined as entities that appear to be subject of beliefs,
desires and other propositional attitudes (Dennett 1987); and the practical reasoning
theory (Bratman 1987) is proposed as a common sense psychological framework to
understand ourselves and others, based on beliefs, desires, and intentions conceived
as partial, hierarchical plans. These related notions of intentionality provide us
with the tools to describe agents at the right level of abstraction, i.e., adopting the
intentional stance, and to design agents in a way that is compatible with such an
intentional description, i.e., as practical reasoning systems.

Different aspects of intentionality and practical reasoning have been formally
studied, resulting in the so-called BDI logics (Rao and Georgeff 1998). For a road
map of the evolution of these formalisms, see Singh et al. (1999) and Wooldridge
(2000). Implementations made use of refinement techniques, e.g., using speci-
fications in Z language (Lightfoot 1991). A different approach is provided by
AgentSpeak(L) (Rao 1996), a formal BDI model closer to the agent-oriented pro-
gramming paradigm. Jason (Bordini and Hübner 2006) is an extended interpreter
for AgentSpeak(L) implemented in Java. Originally our agents ran on a BDI archi-
tecture (Fig. 1) following dMARS specification in Z (Inverno et al. 1997). This
architecture was implemented ex nihilo (Guerra-Hernández et al. 2001, 2004b) in
Lisp. Recently, we have ported the approach to AgentSpeak(L), implementing it in
Jason (Bordini and Hübner 2006).

When learning is considered independently of the implementation, (Fig. 2) we
assume that the BDI interpreter corresponds to the performance element in the
abstract learning architecture (Russell and Norvig 1995). The performance element
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Fig. 1 A BDI architecture following dMARS specification

Fig. 2 Abstract learning architecture

is responsible for deciding what to do. The learning element is intended to provide
modifications to the performance element to improve the behavior of the agent.
The critic provides feedback about the performance of the agent, while the problem
generator suggests cases or situations that constitute informative experiences for the
learning element.

What do we mean by learning intentionally? Assume that the robots shown in
the Fig. 3 are BDI agents. Suppose that r2 is thinking about what object it should
take. Since it is deciding what to do, r2 is performing practical reasoning. Suppose
r1 is figuring out what object r2 will take. Since it is modifying its beliefs, r1
is performing epistemic reasoning. Practical and epistemic reasoning are present
explicitly in the BDI agents. They are activated by the achieve (!) and test (?) goals,
respectively. Learning intentionally is related to practical reasoning.
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Fig. 3 Simple scenario of BDI agents and a plan

Practical reasoning leads to the adoption of intentions. For example, if an agent
perceives the event !p-sanded(board), it will look for relevant plans, i.e., the
plans which trigger unifies the event. This is the case of the plan in the Fig. 3:

@p007
!p-sanded(Obj) : p-handfree(Ag, Hand) & p-at(sander, free)

<- .pickup(sander);
?p-at(Obj, vise);
!p-sanded-vise(Obj)}.

In what follows, AgentSpeak(L) syntax is adopted. Plans have the form @Id
trigger : context <- body. Then, in order to form an intention, the
agent will look for an applicable plan, i.e., a relevant plan whose context is a logical
consequence of its current belief.

Although the agent seems to be performing a kind of epistemic reasoning to adopt
its intentions, in fact it is only verifying if its practical reasons for adopting the plan
as an intention are supported by its beliefs. From the role of beliefs in the theory of
practical reasoning (Bratman 1987), e.g., the standard and filter of admissibility, it
is clear that even when the beliefs justify the agent’s behavior, they do it as part of
a background frame that, together with prior intentions, constrains the adoption of
new intentions. In doing so, beliefs are playing a different role than the one they play
in epistemic reasoning. Particularly, practical reasons to act sometimes differ from
epistemic reasons. This is the case for reasonableness of arbitrary choices in Buridan
cases (situations equally desirable); e.g., it is practical reasonable for agent r2 to
choose any plan in the set of relevant applicable plans to form an intention, even
if there is no epistemic reason, no reason purely based on the beliefs of the agent,
behind this choice. Sometimes this is called wishful thinking, and it is not epistemic
reasonable for agent r1 to believe that agent r2 will take the sander in this way.

What is relevant here is that the contexts express practical reasons to act in some
way and not in another face to desires. The context, together with the background
frame of beliefs and prior intentions, supports the rational behavior of intentional
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agents. Contexts are the target concept, if BDI agents are going to learn about their
practical reasons for satisfying desires.

3 Design Issues

Once the context of the plans has been identified as the target concept, all the other
issues of the abstract learning architecture can be approached.

3.1 Representation

Representations in the BDI model are based on first-order formulas. If at is an
atomic formula, then the well-formed formula (wff) of AgentSpeak(L) is given by
the following grammar ϕ ::= at|¬at|ϕ ∧ ϕ′. Beliefs are grounded atomic formulas,
like Prolog facts. The extended interpreter Jason also considers disjunctions of the
form ϕ ∨ ϕ′. The context of the plans is expressed as a wff, which may include
variables, e.g., p-freehand(Ag, Hand) & p-at(sander, free). In
dMARS, wffs of the form at|¬at are known as belief formulas, whereas those
including disjunctions and conjunctions are known as situation formulas. This
representation has two immediate consequences for the candidate learning methods:
Given the first-order nature of the representation, propositional learning methods
are discarded, and the fact that the context of plans is represented as a situation
formulas demands disjunctive hypothesis, e.g., decision trees.

3.2 Feedback

Getting feedback from the BDI interpreter is almost direct, since it usually detects
and processes success and failure of the execution of intentions. This is done by exe-
cuting a set of internal actions, e.g., adding or deleting beliefs, and posting events,
according to the result obtained in executions. Jason and any BDI interpreter can be
extended with a special internal action that generates a log file of training examples
for the learning task. Items to build these examples include: the beliefs characteriz-
ing the situation when the plan was selected to form an intention, the label of success
or failure after the execution of the intention, the plan, and the agent identifications.

3.3 Background Knowledge

Although most of the time, agents do not use the knowledge they have for learning,
this is not a good idea provided that BDI agents have very rich prior information.
There are two possible sources of background knowledge. First, the plan library
may be seen as background knowledge, since plans state expected effects that, from
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the perspective of the agent, must hold in the environment; i.e., the event e will be
satisfied with the plan p execution, and this is the case if the context of p is a logical
consequence of the beliefs of the agent. Second, we keep track of predicates and
functions, as well as the signatures used to define the agents. This is used to specify
the language for the target concept.

3.4 Top-Down Induction of Logical Decision Trees

Owing to the disjunctive nature of the context of plans, decision trees are adopted
as the target representation. Top-down induction of decision trees is a widely used
and efficient machine learning technique. As defined in the ID3 algorithm (Quin-
lan 1986) it approximates discrete target-value functions. Targets are represented as
trees, corresponding to a disjunction of conjunctions of constraints on the attribute
values of the instances. Each path from the decision tree root to a leaf corresponds
to a conjunction of attribute tests, and the tree itself is the disjunction of these con-
junctions. However, as one can guess, the ID3-like approaches have a propositional
nature, where training examples are represented as a fixed set of attribute-value
pairs. It is assumed that all the information available to be learned is in the examples,
i.e., the background knowledge is not considered.

Logical decision trees upgrade the attribute-value representation to first-order,
using the inductive logic programming (ILP) setting known as learning from inter-
pretations (Blockeel and Raedt 1998). In this setting, each training example e is
represented by a set of facts. Background knowledge can be given in the form of
a Prolog program B . The interpretation that represents the example is the set of all
ground facts that are entailed by e ∧ B , i.e., its minimal Herbrand model. Observe
that instead of using a fixed-length vector to represent e, as in the case of an attribute-
value pairs representation, a set of facts is used. This makes the representation much
more flexible. Learning from interpretations can be defined as follows. Given: (i) a
target variable Y ; (ii) a set of labeled examples E , each consisting of a a set of
definite clauses e labeled with a value y in the domain of Y ; (iii) a language L; (iv) a
background theory B , find a hypothesis H ∈ L such that for all examples labeled
with y: (i) H ∧ e ∧ B |= label(y); and (ii) ∀y ′ �= y : H ∧ e ∧ B �|= label(y ′).

The learning from interpretations setting, as the propositional case, exploits the
local assumption, i.e., all the information that is relevant for a single example is
localized in two ways: Information contained in the examples is separated from the
information in background knowledge and information in one example is separated
from information in other examples (Muggleton and Raedt 1994). The local assump-
tion is relevant if we want the agents configuring their learning settings themselves.

Tilde (Blockeel et al. 2000) is a learning from interpretations system to induce
logical decision trees, i.e., decision trees where every internal node is a first-order
conjunction of literals. It uses the same heuristics as ID3 algorithms (gain-ratio and
postpruning heuristics), but computations of the tests are based on the classical
refinement operator under Θ-subsumption, which requires the specification of a
language L stating which kind of tests are allowed in the decision tree.
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4 Social Awareness

The awareness of other agents in the system seems to be indicative of a MAS
hierarchy of increasing complexity. In a certain way, this hierarchy corresponds to
the scale of intentionality discovered by Dennett (1987). Levels in the awareness
hierarchy are as follows:

1. At the first level, agents act and learn from direct interaction with the environ-
ment. They are not explicitly aware of other agents in the MAS. However, the
changes produced by other agents in the environment may be perceived by the
learning agent. For example, in the scenario of Fig. 3, r1 can be specialized in
painting objects, while r2 sands them. It is possible to program the painter robot
without awareness of the sander, i.e., all r1 has to know is that once an object is
sanded, it can be painted. The true isolated learning case with one agent may be
seen as a special case of this level.

2. At the second level, agents act and learn from direct interaction with other agents
using message exchange. For the example above, the sander robot can inform
the painter robot that an object is already sanded. Alternatively, the painter agent
can ask the sander robot for this information. Exchange of training examples in
learning processes is also considered.

3. At the third level, agents act and learn from the observation of the actions per-
formed by other agents in the system. This involves a different kind of awareness
from that of level 2. Agents are not only aware of the presence of other agents, but
they are also aware of their competences; hence the painter robot is able to per-
ceive that the sander robot is going to sand the table. Observe that this seems to
involve epistemic reasoning, e.g., adopting the belief that r2will sand the object.

The purpose of our BDI agents while learning is to update the context of a
plan after its execution has failed. If an agent can update this context after its own
experience, no communication is needed and learning is performed at level 1 of
the hierarchy. Otherwise, the agent will try to learn from the experience of other
agents, starting a kind of collaborative goal adoption process (Castelfranchi 1998),
where the agents in the MAS sharing the same plan cooperate with the goal of the
learner agent because they are also interested in the results of its learning process,
e.g., inducing the updated context of the shared plan. The group of agents interested
in a learning goal may be seen as an emerging social structure, where the roles of
learner and supervisors are dynamically assigned. An incremental version of this
protocol (Bourgne et al. 2007) is discussed in future work.

5 BDI Learning Agents

In order to test the AgentSpeak(L) implementation of our intentional learning
approach, we decided to use the well-known MAS examples, e.g., those in Jason’s
distribution. The idea is to modify some contexts in the plan library of the agents
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Table 1 Some beliefs and a plan in the blocks world
Beliefs Plan
on(b,a). @stack
clear(b). +!stack(X,Y) : clear(Y) & holding(X) <-
clear(c). -clear(Y); -holding(X);
onTable(a). +armEmpty; +on(X,Y);
onTable(c). .print("Stacking ",X," on ", Y).
armEmpty.

and observe whether they are able to learn a new context and how this new context
compares with the original one. The example used in this section is the well-known
blocks world. Table 1 (analogous to Fig. 3) shows a situation in this environment
represented by a set of beliefs and a plan for stacking a block. The context of the
plan stack constrains the plan to be applicable only if the destination is clear
(clear(Y)) and the agent is holding the block to be stacked (holding(X)).
What would happen if our definition for this plan did not consider the atom
holding(X)? The plan would fail (the agent cannot forget (–) what it did not
believe) and the agent should reconsider its practical reasons for adopting this plan
as an intention.

5.1 Centralized Learning (level 1)

Suppose the plan stack failed because of the reasons explained above. We want
the agent trying to learn why the plan failed, if there were practical reasons to adopt
it as an intention. In order to execute the learning process, the agent posts the event
!pLearn(stack)when detecting the failure of the plan. There is a relevant plan
for this kind of event:

@learningPlan
+!pLearn(Plan) : flag(newExample)

<- ia.makeSet(Plan);
ia.execTilde(Plan);
ia.updatePContex(Plan,C,V);
ia.evalLearnedContext(Plan,C,V).

When the success or failure of an intention is detected, the agent keeps track of
these executions as training examples. If at least one new example has been collected
by the agent, it believes flag(newExample), and the learningPlan
becomes executable. While in dMARS failed plans are not intended again; this
is not the case in Jason, where the agent can intend the plan again and collect more
training examples. The internal action ia.makeSet configures the learning task
of the agent, generating the files required by Tilde to learn: a knowledge base (.kb);
the background knowledge (.bg); and the settings (.s), including the language
bias L. The identifier Plan names these files, which are generated automatically
by the agent as follows.

Each learning example is coded as a model of the learning from an interpretations
paradigm. A model starts with a label that indicates the success or failure of
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the plan execution. Then a predicate plan/2 is added to establish that the model
is an instance of the execution of a particular plan by a particular agent. The model
also contains the beliefs that the agent had when the plan was selected to form an
intention. The label is added in the execution phase of the BDI interpreter. Table 2
shows some models generated for the plan stack by the agent c1.

Then the configuration file is generated. Following the example, it is named
stack.s. The first part of this file is common to all configurations. It specifies
the information printed while learning (talking); the minimal number of cases in a
leaf; the format of the output (C4.5-like and as a logic program); and the classes for
the target concept, i.e., either success or failure:

talking(0).
load(models).
minimal_cases(1).
output_options([c45,lp]).
classes([success, failure]).

The second part of the configuration file specifies the predicates to be considered
while inducing the tree. The rmode command is used to define the language bias
£ as follows: The ‘#’ sign may be seen as a variable place holder that takes its
constant values from the examples in the knowledge base. The ‘+’ prefix means
that the variable must be instantiated after the examples in the knowledge base. The
way our agent generates this file relies on the agent definition. Table 3 shows the
language bias for this example, generated automatically by agent c1 based on its
own definition.

The agent executes a modified noninteractive version of ACE (Blockeel et al.
2000) and automatically extracts the learned hypothesis from the stack.out file,
to accordingly modify the definition of the plan. It is also possible to ask the user to
modify the plans, showing him the obtained results:

Table 2 Training examples for the plan stack, collected by agent c1
begin(model(1)). begin(model(2)). begin(model(3)). begin(model(4)).
failure. success. success. success.
plan(c1,stack). plan(c1,stack). plan(c1,stack). plan(c1,stack).
clear(b). holding(c). holding(b). holding(c).
clear(c). clear(b). clear(b). clear(a).
onTable(a). clear(c) clear(a). clear(c).
onTable(c). onTable(a). clear(a). clear(b).
on(b,a). on(b,a) onTable(a). onTable(a).
armEmpty. end(model(2)). onTable(c). onTable(b).
end(model(1)). end(model(3)). end(model(4))

begin(model(5)). begin(model(6)). begin(model(7)).
success. success. failure.
plan(c1,stack). plan(c1,stack). plan(c1,stack).
holding(b). holding(b). clear(b).
clear(b). clear(b). on(c,a).
clear(c). clear(c). on(c,a).
clear(a). on(c,a). on(b,c).
onTable(a). onTable(a). onTable(a).
onTable(c). onTable(c). onTable(c).
end(model(5)). armEmpty. armEmpty.

end(model(6)). end(model(7)).
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Table 3 Language bias in the configuration file

rmode(plan(Agent,Plan)). rmode(clear(#)).
rmode(clear(X)). rmode(clear(#)).
rmode(onTable(X)). rmode(onTable(#)).
rmode(on(X,Y)). rmode(on(#,+Y)).
rmode(armEmpty). rmode(on(+X,#)).
rmode(holding(X)). rmode(on(#,#)).

rmode(holding(#)).

holding(X) ?
+--yes: [true] 5.0 [[true:5.0,false:0.0]]
+--no: [false] 2.0 [[true:0.0,false:2.0]]

This example used seven models (Table 2) and the time of induction was
0.032 seconds, running on a Linux SuSe Intel Centrino 1.73 GHz. The result
suggests a new plan context: clear(Y) & holding(X) (the original plan
context!).

5.2 Decentralized Learning (Level 2)

Why should a BDI agent learning at level 1, try to communicate to learn (Guerra-
Hernández et al. 2004a)? There are two situations in which an agent should consider
communication while learning: when the agent is not able to start learning, i.e., it
does not have enough examples or when it is not able to find a hypothesis to explain
the failure of the plan in question. In both cases the learning agent may ask for more
examples from other agents in the MAS.

Sharing examples in this way resembles other cases of distributed learning. Ver-
tical fragmentation used to be a delicate issue in such settings, but not here since the
examples are represented as labeled sets of definite clauses. Consider the training
examples in Table 2. From the learning from interpretations perspective, these train-
ing examples are just models of a target concept, even if they are not homogeneous,
e.g., model 1 has information about armEmpty, whereas model 2 does not. In
propositional representations this implies that the attribute belongs to a different
data source (vertical fragmentation). Avoiding this is very important: since our BDI
learning agents face only horizontal fragmentation, the exchange of training exam-
ples is enough to achieve learning at level 2.

A group of agents is said to have the same competence for a given event if
they share the same plan to deal with it. Competence in our approach is defined
in terms of plans, because the event they deal with is already included in the plan
definition. Competence induces two ways of asking help: a message including
the label of the plan being learned is broadcast, and the agents sharing the same
plan accept and process the message or the agent sends the message only to the
agents with the same competence. We allow both options: The internal action
ia.setTolearningMode/3 takes the following as arguments: the plans for
which learning is enabled (it is possible to specify all); the agents sharing the same
competence (all means broadcasting); and some debug options; e.g., the action
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ia.setTolearningMode([stack], [c2,c3], [verbose(true)])
means that the agent will learn about plan stack communicating with c2 and c3,
while giving some output details about the learning process.

In the Jason implementation, a learning agent at level 1 always tries to learn
when a new example is acquired (flag(newExample)). So, the plan pLearn
can only fail if the learning process does not produce an hypothesis. If this is
the case, the agent posts the event !gatherExamples. There are two applica-
ble plans for the triggering event +!gatherExamples (Table 4). First, the plan
gatherExamples_i will iterate the whole list of agents asking each one for
examples about Plan, while adopting answers from other agents in List as part
of its own beliefs. After that, the agent tries to learn again (gatherExamples_f).
Jason adopts Knowledge Query Meta Language (KQML) (Moreira et al. 2003) for
communication.

The result obtained at level 2 is the same as that the obtained at level 1, the
agent updates the context of the plan with the original definition. But observe that
following the dMARS approach to failed plans, agent c1 can achieve this result
only at level 2. There is no way for it to collect the examples required to successfully
learn the context alone. But even under the Jason approach enabling it to intend a
failed plan again, the examples collected by a single agent seem to contribute little
information. Also, observe that since BDI agents collect the training examples after
their own experience, these examples are harder to obtain than in classic supervised
machine learning, where they are previously collected by a supervisor, or in rein-
forcement learning, where agents explore the space of hypothesis while acting in
a natural way. The use of ILP methods helps the agent since fewer examples may
be needed to learn, provided that the background theory is relevant. Furthermore,
situating the learning agent in a MAS at level 2, may help it to collect training
examples faster, taking advantage of the experience of other agents. Table 5 shows
the log of a descentralized learning process.

The result of a learning process is shared by the agents in the MAS. If the
user or the agent modifies the plan definition according to the decision tree found,
the change automatically affects all agents having this plan in their libraries. This
justifies the cooperative goal adoption strategy: sharing examples is easy, whereas
learning is not, but learning sometimes is not possible without cooperation, so coop-
eration becomes advantageous.

Table 4 Plans for gathering examples distributed in the MAS
@gatherExamplesf
+!gatherExamples([],Plan) : true

<- !pLearn(Plan).
@gatherExamplesi
+!gatherExamples([Ag|T],Plan) : true

<- .send(Ag, askAll, value([Plan,X,L,Y],example(Plan,X,L,Y)),List);
!adoptList(List);
!gatherExamples(T,Plan).
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Table 5 Decentralized learning in the blocks world

[c1] saying: PLAN stack FAILED
[c1] saying: EXECUTE LEARNING FOR stack
[report] CURRENT EXAMPLES
[report] c1: example(stack,[clear(b),clear(c),onTable(a),

onTable(c),on(b,a),do,counter(1),
armEmpty],failure)

[c1] saying: CAN’T LEARN. CONTEXT IS clear(Y)
[c1] saying: NO NEW EXAMPLES, ASKING FOR HELP
...
[c1] saying: EXECUTE LEARNING FOR stack
[report] CURRENT EXAMPLES
[report] c1: example(stack,[clear(b),clear(c),onTable(a),onTable(c),

on(b,a),do,counter(1),armEmpty],failure)
[report] c1: example(stack,[holding(c),clear(b),clear(c),onTable(a),

on(b,a),do,counter(1)],success)[source(self)]
...
[report] c1: example(stack,[clear(b),clear(c),onTable(a),onTable(c),

on(b,a),do,counter(4),armEmpty],failure)
...
[showLearningRes] THE INDUCED TREE FOR stack IS:
[showLearningRes] holding(-A) ?
[showLearningRes] +--yes: [true] 5.0 [[true:5.0,false:0.0]]
[showLearningRes] +--no: [false] 4.0 [[true:0.0,false:4.0]]
[c1] saying: THE NEW CONTEXT FOR stack IS clear(Y) & ((holding(X)))

6 Results and Future Work

Our proposal for intentional learning in the context of BDI agency constitutes a
relevant step toward sapience. Agents adopting this approach are able to perform
a limited form of introspection: evaluate the validity of their practical reasons and
modify such reasons trying to avoid failures. All of this in an autonomous way, as
is required for sapient agents. Agents adopting the second level of social awareness
exploit the interaction with other agents to learn, as is expected for a sapient agent.
All of this exploiting social communication is based on speech acts. The BDI agents,
extended in this way, seem closer to the intended characterization of sapient agents.

Of course learning about the practical reasons to adopt a plan as an intention is
only one of the possible issues a sapient agent should learn about. What is relevant
is that the kind of learning proposed here is performed according to the principles
of intentionality and practical reasoning. Learning about other issues must take the
same considerations into account.

Future work is related to the Smile ;-) protocol (Bourgne et al. 2007), an acronym
for sound multiagent incremental learning. Each agent in the MAS is assumed
to be able to learn from the information it perceives. An agent i is defined as
ai = 〈Bi , Ki 〉, where Bi is the belief or knowledge state of agent i ; and Ki is
the information it perceives. It is assumed that all agents in the MAS shared some
common knowledge, denoted by BC so that ∀i BC ⊆ Bi . Common knowledge
introduces dependences among the agents: If an agent ai updates its state Bi obtain-
ing B ′

i , but also modifying BC into B ′
C , then every agent a j must update its state

B j to obtain B ′
j so that B ′

C ⊆ B ′
j . An agent ai updates its state Bi because it

perceives new information Ki . The agents are supposed to be capable of verifying
consistency between states and information, e.g., logical consequence. An agent ai
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is a-consistent if and only if Cons(Bi , Ki ) is true; i.e., the information it perceives
is a logical consequence of its beliefs. An agent ai is mas-consistent if and only if
Cons(Si , Ki ∪ K ) is true, where ∀ j �= i K = ⋃

K j . A MAS is consistent if every
agent in the system is mas-consistent.

The protocol depends on a consistency revision mechanism M with the following
properties: it is locally efficient in the sense that an agent i can always update Bi ; it
is additive in the sense that Cons(Bi , K1) ∧ Cons(Bi , K2) =⇒ Cons(Bi , K1 ∪
K2); it is coherent in the sense that ∀i, j, k Cons(Bi , Ki ) ∧ Cons(B j , K j ) =⇒
(Cons(Bi , Ki ∪k) ⇐⇒ Cons(B j , K j ∪k)). M is said to be a-consistent and mas-
consistent if it preserves such properties of the agent applying M . The consistency
revision mechanism M is said to be strong mas-consistent if its application by an
agent ai preserves the mas-consistency of ∀ j �= i a j .

Bourgne et al. (2007) proved that mas-consistency can be ensured for the propo-
sitional case by the reiterative application of a mechanism M by the learner agent,
followed by some interactions with other agents restoring the a-consistence, until
no inconsistent information is produced in such interactions. The mechanism
is triggered by an agent ai receiving some information k that is inconsistent:
Cons(Bi , k) = False. An interaction between ai and some critic a j is denoted
by I (ai , a j ) and performed as follows: ai sends a j the updated common beliefs
B ′

C produced by the local application of M , i.e., ai is a-consistent; a j checks B ′
j

induced by the updated B ′
C . if these modifications preserve its a-consistency, a j

adopts them, sending ai its acceptance; otherwise it sends its refusal with some
information k ′ s.t. Cons(B ′

j , k ′) = False. The protocol finishes when no k ′ is
produced by any agent. It is also suggested that if the response of the agents is
minimal and serial (k ′ is one inconsistent example and the ai sends B ′

C sequentially
to other agents), then the protocol minimizes the amount of information transmitted
by the agents.

Our current approach uses a consistency revision mechanism M that is not locally
efficient (Tilde). It forces the learning agent to collect all the training examples
available to start learning. We are implementing an incremental version of the revi-
sion mechanism (TildeLDS), which will enable us to fully adopt Smile (BC is the
set of plans shared by the agents). The learning agent will be able to recover con-
sistency locally and communicate the learned context to other agents to compute
mas-consistency.
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Toward Wisdom in Procedural Reasoning:
DBI, not BDI

Kirk A. Weigand

Abstract Belief, Desire, Intention (BDI) procedural reasoning agent systems are
founded on philosophic presuppositions that may be reassessed to aid the construc-
tion of sapient (wise) agents. This paper proposes a fundamental shift in order from
BDI to DBI such that desire precedes belief and intention. This re-ordering may
improve the ability of agent systems to wisely utilize procedural reasoning. This
re-ordering to DBI is driven by interdisciplinary integration including the process
philosophy of Alfred North Whitehead and philosophy of embodiment of George
Lakoff and Mark Johnson. Their philosophic shift aids the re-definition of desire
as the perception of affordances in the world. This new degree of freedom in the
operation of procedural reasoning enables the use of human-in-the-loop evaluation
qualities of aesthetic, affective, and emotional value structures or cue saliency con-
stellations. These affective symbolisms may support dynamic re-structuring neces-
sary for wisely adapting procedures to unknowable futures.

1 Introduction

Wisdom is the glory of man, not ignorance; light, not darkness! (Abdu’l-Bahá 1972)

And of wisdom is the regard of place and the utterance of discourse according to measure
and state. And of wisdom is decision; for man should not accept whatsoever anyone sayeth.
(’Abdu-’l-Bahá 1990)

Our hope of building sapient or wise information systems may require a funda-
mental integration of human and information systems. The Belief, Desire, Intention
(BDI) procedural reasoning agent system can be re-framed to make this shift from
an information system with a human interface (with a programmer and/or user) to
a human and information system. This requires an explication of the relationship
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between humans and their information systems. Wisdom, knowledge, information
and data must also be explained, disentangled and inter-related. The process phi-
losophy of Alfred North Whitehead (1978) and the philosophy of embodiment of
George Lakoff and Mark Johnson (Lakoff 1987; Lakoff and Johnson 1999) suggest
a novel integration of perception, consciousness, emotion and reasoning to yield
an important re-ordering from BDI to a new order of Desire, Belief and Intention
(DBI). This apparently subtle change in order goes to the heart of tacit assumptions
about the procedural reasoning methodology. Foremost among these assumptions is
the implicit notion that beliefs – conscious reasons – precede and thereby serve to
define subsequent desires and intentions.

This preliminary re-ordering and redefinition of BDI to DBI is accomplished by a
method of interdisciplinary integration. Through support from various disciplines, a
preponderance of theoretical support and empirical evidence enables this inductive
synthesis of a preliminary, new and interdisciplinary conceptualization of proce-
dural reasoning theory. This interdisciplinary approach challenges presuppositions
that at first seem intuitive, i.e. that thoughts (beliefs) generate emotions (desires),
but this notion stems from a tacit, culturally-widespread premise from psychology
that feeling is an epiphenomenon of rational thought. Significantly, this assumption
implicates and impedes the development of sapient systems by placing feeling in
a subservient rather than an orthogonal role with respect to conscious reasoning.
Notice that procedural reasoning systems are not explicitly named reasoning and
valuing systems, yet they depend fundamentally on the value structures implicitly
ascribed by their authors, coders and users. These value structures manifest in the
priority schema and organization of objects in the code. If wisdom requires dynamic
evaluation to adapt to unknowable future states of the world as they arise, having
explicit control over the re-structurization of the code may enable this re-evaluation.
This paper argues for a fundamental re-thinking of the BDI paradigm toward sapient
multi-agent DBI systems. By exploring tacit or reduced presuppositions, the emer-
gent property of a wise system may be discovered.

To theorize the existence of a wise, multi-agent system, first this paper will
take a pragmatic, selective look at the existing BDI paradigm to help reveal the
tacit assumption that the emotional value state of the system is produced by the
rule set describing beliefs. With this emancipation of a new degree of freedom in
the design of multi-agent systems, an alternative, complementary and orthogonal
relationship is established between emotionally-based value structures and rational
beliefs. The orthogonality of emotional, affective value structures with respect to
rational logic has been supported from cross-cultural anthropology, process philos-
ophy, cross-cultural psychology, group dynamics and sociology (Weigand 2002), so
this will not be covered in detail here. A rework of all the semantics, propositions
and lemmas from BDI to DBI may be a difficult job and is left for future work.
With the plausibility of the orthogonality of affective value structures to rational
logic supported philosophically, this new degree of freedom is used to posit a sapi-
ent, dynamic process as the continual realization of internal logic, objective con-
text, affective evaluation and human-in-the-loop grounding from salient cues and
expectations.
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2 Why Re-order BDI?

Of course, this proposal to re-order BDI to DBI may meet many, significant objec-
tions. This new theory may re-open a host of solved problems, may be impractical
or require extensive re-work before a mature system is available. A new DBI theory
must elegantly solve not just an anomaly in the existing BDI approach, but some
crisis (Kuhn 1996). This crisis is now apparent as we attempt to move beyond intel-
ligent and knowledgeable systems toward wise systems. The sapient system must
not only deliver – as in a knowledge system – the more relevant data given the
context of the system and user(s), but also employ a causally efficacious induction
that rolls-up this relevant data into information that matches the expectations of sub-
ject matter experts and that guides the untoward expectations of the typical novice.
For example, a wise human is a subject matter expert who chooses the appropriate
cues to satisfactorily and sufficiently (to satisfice per Herbert Simon) recommend a
causally efficacious course of action. The causal efficacy of this expert’s decision
produces a fortunate and satisfactory effect as grounded by reality (Alfred North
Whitehead 1978). Conversely, an expert or novice can misread cues or mistakenly
focus on irrelevant stimuli and, consequently, produce an erroneous or ill-advised
decision with an increased probability of an unfortunate outcome. Whether an out-
come is fortunate or not depends on how fortune is defined and evaluated. So, a
means for this evaluation becomes central to the crisis in the ability of multi-agent
systems to consistently present the expected cues to wisely describe a dynamically
unfolding situation.

BDI contains a means for evaluation of causal efficacy, but the evaluation schema
appears to be buried in the code and therefore not accessible for adapting to unpre-
dictable contexts. Systems exist that attempt to resolve contradictions through rule-
based schemes, but they have yet to exploit emotions as a means of evaluation. If
the sapient system is viewed as a cognitive prosthesis (Hayes and Hoffman 2003)
for causally efficacious decisions, the sapient system should enhance the sensitivity
to what is key to making good decisions. Historically, what is good and appropriate
was the sole purview of the human. The human chose the appropriate application for
the given context, but with the advent of sapient systems, the system must dynami-
cally assess goodness, relevance, and appropriateness toward the accomplishment of
some efficacious purpose across diverse situations. This tie to prosthetic functional
enhancement and affordances fits with the intentional stance of Daniel Dennett,
where BDI attributes are ascribed to predict behavior (Long and Esterline 2000).
The sapient system may be able to find the appropriate intentional stance, if the
evaluation schema can be accessible as a kind data used to guide the structure
and prioritization of the code. The novel introduction of a cue saliency structure
(Warwick et al. 2002) as an affective constellation of values (Crandall et al. 2003;
Weigand and Mitta 2002) may provide a sapient system with this other degree of
freedom to adjust and restructure the priority and attention of the agents in the
system. If these agents can work sympathetically (Weigand 2002) in pursuit of the
satisfaction of causal efficacy and adjust their priorities accordingly, the system may
be said to be wise.
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Some may argue that the order of BDI versus DBI is somewhat arbitrary in
their actual applications. If true, this may indicate the trivial role of desires in
the current BDI implementations where desires are simply second-order beliefs.
Rao and Georgeff’s application of BDI and naming as a procedural reasoning sys-
tem suggests a subservient role for desire. In their applications, desires appear to
be abstractions of beliefs. At the heart of BDI is Michael Bratman’s construction
of Gricean creatures via thought experiments about simple imaginary creatures
(Bratman 2000). Bratman begins with Gricean Creature 1 – an imaginary creature
with beliefs but driven incessantly by desire. From Creature 1, a more robust Crea-
ture 2 is imagined with the added complexity of considered desires. Considered
desires are desires as accorded with beliefs. This suggests an introspective agent
that attempts to integrate its desires with its beliefs. Here, Bratman leaves open
the independence of desires from beliefs. Rao and Georgeff seem to have taken
considered (rational) desires as the definition of desires, thus setting the order in
BDI. As discussed below, interdisciplinary work supports a revolutionary notion that
desires are a non-rational and independent dimension of human awareness. Lakoff
and Johnson’s extensive work supports this thesis (Lakoff and Johnson 1999).

If the order of BDI is critical to its architecture and application, then this leads
to an impasse as a wise agent system. If the system can only reason in an analytic
deductive sense, it can never induce other interpretations of the data that may have
other potentially valuable kinds of causal efficacy. If BDI is attempting to wisely
reason inductively as well as deductively, it must explicitly deal with other value
structures that are not in accord with its current belief set. Different criteria may
result in different fortunate evaluations of a phenomenon. But if BDI’s considered
desires are derived from and consistent with its current set of beliefs, it logically
cannot propose desires that do not accord with its current beliefs. Yet, if its current
beliefs turn out to be unfortunate (not causally efficacious by the current evaluation
scheme), the system is stuck with no way to change its evaluation criteria. This
conclusion is supported by the 1992 call by Georgeff for significant advances in
dynamic machine interpretation for intelligent decision systems, yet he describes
this as a need to improve the process of analysis and reasoning rather than synthesis
and valuing (Georgeff 1992). Therefore, if the order of BDI is fixed, this may imply
a philosophic dead end for BDI as a sapient system. By positing the independence
of desire from belief and from considered desire, this new DBI approach suggests
that desire is a complement and an equal partner to belief.

3 DBI as a Human and Information System

3.1 Knowledge as Inherently Human

Implicit so far in this discussion of the re-ordering of BDI to DBI is the debatable
attempt to mimic human consciousness and awareness in the agent system, yet
since wisdom appears to be deeply entangled in human conscious and unconscious
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avenues of awareness – including tacit knowledge and intuition (Klein 2003) –
this DBI agent framework needs to have tight coupling to humans to even begin
to approximate wisdom. This tight coupling may be achieved by mimicking our
current, ever-expanding understanding of the human mind as embodied in the brain
and the rest of the body. The explicit premise of this re-ordering is that a sapient
DBI system must be a human-in-the-loop integrated system. Some of the attraction
to BDI may be the ease with which designers and programmers can translate notions
of beliefs, desires and intentions and map them to real-world applications. In this
way BDI provides some proficiency for including humans-in-the-loop a priori to
establish the appropriate value structures during design and coding, which results
in subsequent, run-time evaluation by the multi-agent application. In DBI, this may
be enhanced by run-time, human-in-the-loop, and dynamic re-evaluation with the
goal of adaptive re-structurization of the code aided by human expectations through
in-situ knowledge elicitation.

Fasli notes that BDI is useful because of its flexibility to model different degrees
of realism (Fasli 2003). Once an application is built in BDI, the degree of realism
becomes fixed in the implementation. As an advance over this fixed realism, a new
sapient DBI system might dynamically determine which kind of realism is better
suited and wiser to employ given a dynamic context.

A sapient system, from this perspective, requires humans in the loop to establish
knowledge. McQuay’s review of tacit knowledge research finds that knowledge does
not seem to exist except in the mind of humans (McQuay 2000). Information and
databases may provide elements of knowledge, but without coupling to human pur-
pose and context, the relevance of this information cannot be ascertained, organized,
presented and used. For example, a model of the physical structure of a chair might
at first appear to be knowledge, yet unless some agent cares about the structural
affordances of chairs, this may be extraneous information, e.g. the material com-
position of the chair does not directly contribute to the agents functional needs for
the chair to support weight. Some additional information must be integrated with
this information to yield usefulness via load analysis data. A human may “know”
that chairs made of wood are strong enough to sit on. This integration of humans
with computer agents leads to the discussions of autonomy and agency that are
beyond the scope of this paper, yet as an explicit premise, humans are ultimately
responsible for any agency granted to software agents. Therefore, the evaluation
criteria used in sapient systems must entail human tacit knowledge and intuitive
understanding. This dictates a close coupling and coordination between the human
and information system, which is supported by Woods’ claim that more complex
autonomous operation demands higher coordination (Woods 2003).

3.2 The Crisis in BDI: The Wake that Steers the Boat

Below, the metaphor of a boat and its wake is used to demonstrate the crisis in the
BDI framework if it is to be used as a sapient system. In the attempt to move BDI
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from a procedural reasoning system to one that chooses procedures wisely, a logical
circularity becomes apparent, as the structure for evaluation requires it to question
its own structure. By what meta-structure can the system evaluate its evaluation? A
re-ordering of BDI to DBI is much more than a change of workflow in the code.
Instead, DBI seeks to tie the human intuitive genius of evaluation with the compu-
tational brilliance of traditional procedural reasoning algorithms and processes.

Where BDI has gone astray of being a human analog is in its linkage of sensing to
belief, because cognitive psychology suggests that sensing is more directly driven by
desire, but cognitive psychology appears conflicted because it also says that desire
results from belief. BDI associates belief with sensing the environment (Ingrand
et al. 1992). These founders of BDI built knowledge areas (KAs) out of beliefs,
goals and intentions, but their notion of desires as goals seems to reduce desires
to behavioral objectives, which are difficult to distinguish from intentions. Fasli
suggests from Searle that pro-attitudes such as desires and wishes have a “world-
to-mind” mapping (Fasli 2003). This supports a tie between desires and sensation,
which in turn suggests a tie to an aesthetic sensitivity to the world. Intuitively, we
seem to feel the world before we are able to contemplate it. Unfortunately, BDI’s
assumption of three cognitive states – information, motivation, and deliberation –
associates desire with the motivational state as a pro-attitude, which disconnects
it from the “world-to-mind” sensory inputs and places belief as the information
gathering intermediary between the world and motivation (Fasli 2003). Below the
cognitive psychology research of Lakoff and others is used to resolve the conflict in
the primacy of belief and desire.

The perceptual sub-system in BDI is linked to the beliefs about the world and
this appears to be consistent with Carbo, Morlina and Davia’s definition of beliefs
as assumptions about the world as perceived (Carbo et al. 2001). However, this is not
supported by cognitive psychology studies of naturalistic decision making of experts
in complex situations. For example Klein’s Recognition-Primed Decision (RPD)
model has empirically verified that expert’s subconscious perceptions of cues deter-
mines their attention and expectancies (Klein 2001). Conscious beliefs can arguably
set the stage for this subconscious experience and in this way past beliefs seem to
precede this experience of current desires, which is the basis of psychotherapies
such as Rational Emotive Therapy (Hunt 1993). This argument, while apparently
true, becomes mute when we define desires as the emotional experience of reality
and considered desires as the rational introspection over current desires in the wake
of past beliefs and intentions.

The metaphor of a boat plowing the water of experience may help show how
evaluation and perception bring the unknown world into consciousness. The prow
is emotional subconscious awareness (desire). Its attitude on the world is deter-
mined by beliefs represented by the current settings of throttle and rudder in the
cockpit. This nautical trim or balancing of the boat establishes its attack through
the water. Intentions are represented by the actual thrust and vector of the propeller
and rudder. Intentions like the rudder make contact with the water of reality at the
stern. In this metaphor, conscious awareness grows from fore to aft, from bow to
stern. As the prow’s direction is established by the history of interactions of the
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rudder and propeller with the water, so too are present desires vectored by past
conscious beliefs and intentions. Still at any moment the boat is led by the prow
of subconscious expectations as set by past states of the system. This metaphor
implies an on-going cycle of feeling, thinking and acting as supported by the pro-
cess philosophy of Alfred North Whitehead (1978). Lakoff empirically validates this
aspect of Whitehead’s speculative philosophy via cross-cultural linguistic research
(Lakoff 1987).

If this metaphorical boat experiences the world in a changing context according
to Klein’s RPD model, it can only respond to the world at that instant by its current
configuration, speed, orientation and trim. The expert, according to Klein, seems
to perceive what is relevant while excluding what is irrelevant and thereby rapidly
converges on a causally efficacious perception of reality. Initially, all the expert can
do is set the speed, trim and attitude of her perceptual system. For example, a fire-
fighter can only be “ready” as she steps through the door of a burning building. All
the years of training and experience boil down to that single step. Her prior beliefs,
intentions and rationally considered desires shape that readiness, yet as she advances
into the unknowable reality of a burning building, her perceptual state aesthetically
values the plethora of sensory inputs in a way that maximizes survival and goal
accomplishment – her definition of causal efficacy. As the metaphorical prow of the
boat of awareness moves into the unknown, the expert pilot has trimmed her craft
to just the right cues to steer the boat through unknowable water ahead. While the
wake of awareness enables reflection, introspection and learning, it can only serve
to set the stage for future perception of the unknown.

The current definition of desire in BDI may still be tenable, however its insti-
tution as lemmas, semantics and propositions may require significant changes. The
above interpretation of desire as jointly an aesthetic sensitivity to causally effica-
cious cues and as subconscious emotional attitude toward the unknown world, may
be viewed as the more general case of the more specific definition of desire now in
use in BDI. Currently, Carbo, Molina and Davila define desire in BDI as preferences
over future states of the world (Carbo et al. 2001). Preferences can be thought of as
manifested in the current trim of our metaphorical boat and desires can be seen
as sub-conscious embodiment of preferred reality (Lakoff and Johnson 1999). Cue
saliency constellations may then be said to be the perceptual, aesthetic sensitivity
that guides attention toward salient patterns in the world. What is salient at any
given instant is dependent on the last vector of purpose. Our firefighter must have
the right attitude to survive the burning building.

To summarize this claim, desire is not only a preference for future states, but is
more generally a cue expectancy constellation of valuations that manifest as percep-
tual states of attention to certain cue patterns in the environment. These patterns may
be physical low-level sensory perceptions from the senses or multi-modal, highly
abstract patterns. Regardless of the level of abstraction, these patterns are felt as
emotional states and as an aesthetic sense of the world that is a subconscious prehen-
sion preceding conscious awareness (Alfred North Whitehead 1978). At the instant
of belief or disbelief, this prehension becomes available for rational understanding
and subsequently drives intention as the rudder of the boat. Intention then can be
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defined as a process that is the outcome of subconscious cue expectancy constella-
tions aesthetically filtering external states of the world according to a goal of survival
in the world as constrained against the history of beliefs about that world. The pilot
trims the attitude of the craft. Introspection about this attitude of the intentional
state may be defined as the current role of the agent. Introspection about past beliefs
in the wake of current beliefs defines learning. Introspection about the current cue
expectancy constellation defines an awareness of the emotional state of the agent.
Regardless of whether or not the agent introspects on its current emotional state and
records it as a belief (considered desire) for future use, it still must have an emotional
state. An agent that is never introspective about its current cue expectancy constel-
lation, is oblivious of its emotional state, yet is nonetheless beholden to aesthetic
perception by it.

3.3 Whitehead’s Process Philosophy

Process philosophy supports a re-ordering of BDI to DBI as well as the subse-
quent re-definition of desire in emotional, affective, subjective and vaguely asso-
ciative terms such as cue saliency constellations. In the search for sapient wise
systems Whitehead provides a bridging philosophy between the logical and the
emotional as an advance beyond Kantian dualism. Wise systems need to judge
well. According to Whitehead, “Judgment is the decision admitting a proposition
into intellectual belief” (Alfred North Whitehead 1978). “A proposition is an ele-
ment in the objective lure proposed for feeling, and when admitted into feeling
it constitutes what is felt” (Alfred North Whitehead 1978). This may be equiva-
lent to desire being considered and thereby becoming a considered desire. “The
word ‘decision’ does not here imply conscious judgment, though in some ‘deci-
sions’ consciousness will be a factor. The word is used in its root sense of ‘cut-
ting off’ ” (Alfred North Whitehead 1978). A feel, think and act cycle cuts off the
world as it is perceived and judges it as a decision in that moment. Carriers of
intelligence may be equivalent to Whitehead’s propositions as considered desires,
and therefore, judgment is the admission into intellectual belief of these carriers of
intelligence.

From a Whiteheadian perspective, desire, appetition or more specifically, pre-
hension is the most primitive element of unconscious experience by which higher
abstraction beliefs and intentions are produced. If desire becomes the primary com-
ponent in a DBI framework, sensory input becomes an aesthetic and felt experience
that creates patterns of relevance. “The primitive form of physical experience is
emotional – blind emotion . . .[in other words this] primitive element is sympathy,
that is, feeling the feeling in another and feeling conformally with another (Alfred
North Whitehead 1978). This primitive pre-conscious kind of sympathy describes an
aesthetic sense by which impinging sensory signals are converted into contrasts of
pattern. Relevance, thereby, establishes feelings of attraction or repulsion to various
cues and patterns in the world while ignoring less useful patterns.
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This kind of primary shaping of sensed patterns suggests that desires may funda-
mentally constrain subsequent adaptation of beliefs by shielding evidence contrary
to desire, perhaps, in spite of beliefs. Here, seeing is believing, unless higher abstrac-
tions of belief intervene in subsequent feel-think-act cycles to feel differently and,
henceforth, see the world anew. Intentions follow as a satisfactory decision – in the
moment – according to congruence of desire and belief.

3.4 Sympathetic Communication of Desire via Intent

If sympathy is considered a primitive aesthetic feeling of desire in a DBI conceptual
model, then intent is the product of an aesthetic feeling of an entity for other enti-
ties, which defines the relevance of contextual data by which beliefs are confirmed
and actions intended. A sympathetic communicative action model (Habermas 1987)
suggests that a third channel of media richness is used in human communication to
communicate the aesthetic sense of what is important or meaningful during speech
actions. This third channel of “sincerity” supplements logical content and normative
role-based aspects of speech. According to Habermas speech acts can fail if any of
these three channels of information are not delivered. A speech act can fail if it
doesn’t make logical sense, if it is inappropriate according to the role of the speaker
and if the speaker is not sincere. This third dimension of sincerity relates to a proper
sympathetic mapping from speaker to listener (Weigand and Mitta 2002). Behav-
ioral components of speech such as tone, inflection and facial gestures, describe an
affective or emotional dimension to speech that adds value structures to the logic
and illocutionary aspects of the spoken language. This affective behavior appears
to tap the primitive aesthetic sense of relevance and maps the previous intent to
communicate the speaker’s ideas to the next cycle of desire, belief and intent in
sympathy with the listener.

3.5 Cue Saliency Constellations

The definition of desire as a complement to belief accords with Modeling Field
Theory’s neural architecture (Perlovsky 2001) where a fuzzy association subsystem
works with a fuzzy object modeling subsystem to jointly and dynamically adapt
to the changing world and converge on an object model and a conceptual model
that are mutually constrained. In the language of the proposed DBI theory, desire,
and more generally, a cue expectancy constellation, form the association subsys-
tem of MFT neural architecture while belief represents its object modeling subsys-
tem. Desire drives perception toward relevant cues, which expects certain objects
with certain purposes. As objects are seen they confirm the associative frame of
reference. A chair becomes a chair in conscious awareness in the context of an
affordance for sit-ability, if you intend to sit on it. Cazeaux makes the tie between
the ecological theory of perception via affordances of Gibson, Maurice Merleau-
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Ponty’s body schema and Lakoff and Johnson’s embodiment (Cazeaux 2002). By
way of Cazeaux, wisdom in humans must be embodiment as causally efficacious
metaphors. Therefore, cue saliency constellations may be posited to be the sym-
bolization representing metaphor as embodied in a human. Given the link of desire
and emotion to this embodiment, cue saliency constellations may well be affective
symbolic representations of metaphor encoded in the human perceptual system. This
has fascinating implications for the design of an integrated sensor, information and
human system.

4 Conclusion

The principal result of this work is the potential plausibility of the notion that BDI
may be adaptable for use as sapient systems. This may offer the advantage of lever-
aging on the vast effort already expended on this system. The main disadvantage is
that the re-ordering of BDI to Desire, Belief and Intent (DBI) may invalidate some
of this work. The advantage of DBI is the new degree of freedom from the disentan-
glement of emotional value structures as desires from the logical reasons as belief
sets. Further research in this area may include a formalization of DBI semantics,
propositions and lemmas. This would enable a comparative study of the strengths
and weaknesses between the two approaches. Another avenue of future research
is linking cue saliency constellations to the human as an in situ knowledge elici-
tation human-computer interface. The symbolization needed to elicit cue saliency
constellations might help define the communication necessary for sympathetic
agents to wisely share scarce resources including the scarce attention of humans in
the loop.
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Sapients in a Sandbox

Pablo Noriega

Abstract The purpose of this Chapter is to set concrete grounds for two arguments.
The first in favor of approaching the notion of sapient systems from the unlikely
perspective of stupidity. The second, in favor of paying serious attention to the envi-
ronment where agents endowed with decision autonomy—be they sapient, human
or otherwise—interact. Although the paper is ostensibly speculative, some concrete
elements are advanced to substantiate both arguments.

1 Introduction

This is a position paper where I dare to propose a two-pronged strategy to approach
sapient systems. The two research directions I advocate are summed up in the title
of this paper and consist of working with individual sapient behavior, on one direc-
tion, and on the other, the collective, interaction environment. Both strategies have
quite different concerns and conceptual realms, thus they may be appealing to quite
different research communities. Each direction contributes its own scientific and
technological background and brings, in particular, its own performance indicators
to assess progress. These features are positive, I claim, because they may appeal to
researchers with distant interests with the clear advantage that progress along either
direction may be brought to bear upon the other.

To set the grounds for the topic I will advance, in the next section of this paper, a
tentative characterization of sapient systems in terms of the space for innovation that
internet and nanotechology are opening for the long-held traditions of AI. The char-
acterization involves three dimensions of sapient behavior that I will use to build my
argument upon: self-sufficiency, adaptability and coordination. In Sec. 3, I pursue
the argument for the study of a few features of individual intelligence that, I believe,
are intrinsic to sapient behavior. I claim these features are inherently bounded and
therefore a sensible approach to their artificial realization is to design simple-minded
(stupid) sapients. In Sec. 4 I shift my attention to the intelligent behaviors involved
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in coordination and on the need for reifying a space where sapient action takes
place. Taking advantage of what I did for individual features, I propose the compo-
nents of an artificial environment that would provide a safe playing ground for low
cardinality groups of stupid sapient agents.

2 Sapient systems in AI

2.1 Sapient systems

For the purpose of this paper I will adopt a simplified notion of a sapient system
that shares the main features expressed in Mayorga (1999) which in my understand-
ing are compatible with other characterizations of sapient, smart or wise systems
(cf. Mayorga (2003), Negrete-Martinez (2003), Skolicki and Arciszewski (2005),
Weigand (2005)). Thus:

Notion 1 A sapient sytem is a computational entity that interacts with its environ-
ment, exhibits learning and adaptation behavior, is capable of creating knowledge
and produces sound judgement.

The vague terms I use in the characterization will become sharper as the dis-
cussion of the proposal proceeds but I will begin by pointing out some elements
that shade my use of these terms. Note that in approaching the subject of smart
systems Mayorga (for instance in Mayorga (1999)) draws from his background in
AI, and softcomputing in particular, as well as the areas of control and operations
research. My proposal, in turn, is biased by my own perspective from AI with a
significant bias towards multi-agent systems and social psychology. In keeping with
that bias, I am aware that my characterization sidesteps two aspects of sapiency
that are fundamental in some of the other characterizations. Namely, the physical
realization of a sapient system and the actual implementation of sapient behavior. I
claim that neither are fundamental to the proposal which is the focus of this paper.

2.2 An AI turning point?

Classic AI is sometimes described as the discipline concerned with the computational
simulation of cognitive processes and the creation of artifacts that are adequate
stand-ins for intelligent behaviors. It is a convenient definition for it corresponds
to the manifest programme of some of the founders of the field (in spite of the
difference in emphasis and commitment that individual groups might have, McCor-
duck (1979)) and also with the outcomes of fifty years of activity in the field. For
it may be argued that even if “general intelligence” has not been achieved, consid-
erable progress has certainly been made in the understanding of specific cognitive
processes like problem solving, natural language understanding or learning, and,
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significantly, in the engineering of artifacts that exhibit competent isolated cognitive
behaviors. The success, we may note, has been in the plurality of those cognitive
processes that have been synthesized.

Perhaps, though, we should also note that methodologically and conceptually the
first fifty years of AI have focused, mostly, in the intelligent behavior of individ-
uals. But as I will argue, that individualist focus is shifting towards a social view
of intelligence. That change of focus has at least three significant drivers: internet,
embodied and ubiquitous computing, and nanotechnology.

Internet brings forth the awareness of social intelligence. A digital reality in
which transactions involve digital objects and are carried out in a digital –virtual–
environment. But also a social reality in which interactions may involve participants
who may be numerous, geographically distant, ever-present and may be digital enti-
ties themselves. A reality, hence, that finds ideal tools in classic AI technologies but
also a reality that gives AI splendid opportunities to innovate.

Embodied and ubiquitous computing is already proving to be a good exam-
ple of those opportunities for AI. It shares with internet the relevant features of
a digital-intensive environment with numerous participants. It involves significant
inter-device activity but, as internet, it also is human-intensive in as much as the
activity involves human users as the main beneficiaries. While we are already wit-
nessing the first applications of ad-hoc networks, wireless communications and
mobile devices, we can bet on a rapid adoption of cutting edge AI as well as conven-
tional AI technologies that will expand the number and types of uses of embedded
and pervasive computing.

Nanotechnology moves the boundary of artificial interactions to the nano-scale,
thus opening the path not only of minute processors, but also for the design of
devices that act collectively at a micro or nano-scale.

These three drivers are creating a wide innovation space for AI. The challenge is
to build on top of the mature constructs of AI artificial systems that are able to coor-
dinate with other systems (natural or artificial) to achieve a collective task, to be able
to adapt and continue to operate under adverse circumstances and within dynamic
environments while at the same time being able to rely on their own resourceful-
ness to achieve their tasks within a social milieu. Consequently, those three drivers
bring into focus the need to study cognitive behavior as it happens within a social
environment: the need to study not only individual behavior but collective behav-
ior as well. In particular, instead of just focusing on individual cognitive processes
as its primitive task, AI is poised to explore the wider notions of interaction and
environment.

Ideally, sapient systems would be an appropriate artifact for the new AI because,
ideally, sapient systems would be able to contend with the type of rational behavior
needed to interact in a social environment. They should be adaptive, self-reliable,
socially-aware and we would expect them to be competent in the tasks involved
in collective action: negotiation, team making or conforming to an organization.
The conceptual and engineering task of developing them may prove formidable,
but perhaps a modest approach like the one I suggest in this paper might prove
fruitful.
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3 In praise of foolishness

Notion 1 was a first approximation to what I understand a sapient system might
be. I may now add more detail. First I take advantage of the agent paradigm and
assume a sapient system will be somewhat like an autonomous agent. Second, I
avoid solipsism and will assume sapients interact with other sapients in social tasks
that are as complex as the ones mentioned in the previous section. Hence, the three
features of social interaction that I mentioned above –self-reliability, adaptability
and coordination– should be part of the behavioral capabilities of a sapient, and I
just paraphrase them in terms of likely operational realizations of each feature. Third
I need to give some substance to the vague requirement of “creating knowledge and
produce sound judgement”. For that I will invoke the notion of “insight” and make
it extensionally clear by enumerating the type of insightful behavior expected from
a sapient system. The result is the following characterization that is represented in
Fig. 1. Note that in this characterization I intend to profit as much as needed from
classical AI developments and techniques by making explicit some capabilities that
might be implemented in different ways.

Notion 2 A sapient system is an autonomous entity whose social behavior entails
a combination of capabilities that may be classified along four dimensions:
(i) Competence: stable, predictable, successful, . . . (ii) Social: coordinate, com-
municate, negotiate, commit, . . . (iii) Survival: adapt, repair, compensate, delegate
and absorb, reproduce, . . . (iv) Insight: deliberate, innovate, validate, assume
responsibility, . . .

Fig. 1 A framework to describe the type of cognitive behaviors that a sapient agent should exhibit
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I would like to make the notion of sapient system operational and for that purpose
I will first propose a strategy by which we may approximate sapient proficiency in
an “asymptotic” way.

Notion 3 A simple-minded agent is a computational implementation of a sapient
system that has defective capabilities or lacks some of them or fails in putting them
properly into practice.

In practice, stupid or simple-minded agents can be thought of as deliberative
agents with distinct capabilities that are known to be defective to a certain degree.
Capabilities that one would expect from a sapient system –like learning, planning,
ontology matching or argumentation-based reasoning– may or may not be included
by design in a given simple-minded agent and capabilities would be proficient up to
a certain assessable degree. The intuition is that knowing in advance the composition
and proficiency of primitive and compound capabilities would facilitate training and
tailoring of simple-minded agents and be conducive to an overall behavior that is
competent up to a certain objective degree. The same could be said about meta-
capabilities –if we prefer to distinguish them from simpler more atomic capabilities
for methodological or ontological reasons– like flexible goal attainment, achieve-
ment motivation, moral attitude, survival behavior. I should point out that dealing
with meta-capabilities has two added advantages: it allows the design of control
mechanisms that result or affect emergent behavior, like swarming or moral dispo-
sition, and also throws light on the possibility of task-dependent design of sapients
by establishing competence measures –like the degree of docility of stupid agents
towards other agents commands, or their stamina towards adverse outcomes– that
are relevant for a given problem task.

I claim that simple-minded sapience, as just described, is a realistic project.
Building deliberative agents with lacking or deficient cognitive capabilities is con-
sistent with the tenant of bounded rationality, with the explicit advantage of setting
the bounds at design time. It is conducive to incremental attainment of competence
since intended degrees of accomplishment are made explicit at design time and
validated at run-time. Ultimately, each capability would be stable and predictable.
Moreover, building deliberative agents with lacking or defective meta-capabiliteis of
the sort mentioned above is also advantageous from a methodological perspective
since they facilitate addressing separately the tasks of designing tactic and strategi-
cal behaviors.

Since one can start building simple-minded agents from existing AI artifacts, this
proposal would suggest an ideally monotonic process that approaches sapiency as
the different behaviors are improved and more capabilities (and meta-capabiliteis)
are modeled along the proposed four dimensions of sapient behavior.

The last element I need in order to give a characterization of a simple-minded
sapient system is a device to control the actual behavior of the simple-minded
agents. For that I rely on the notion of regulated multi-agent system (Fig. 2).
A regulated MAS is a collection of agents whose interactions comply with a set
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Fig. 2 A simple-minded sapient agent is a regulated MAS where conventional cognitive agents
perform collective activities subject to explicit enforceable conventions

of conventions that “regulate” them. In a regulated MAS, there is some mechanism
that makes participating agents held accountable for their actions. Depending on the
type of mechanism and its implementation, the enforcement of conventions may be
more or less strict, and unwanted outcomes restrained more or less effectively (cf.
for example the COIN workshops proceedings Boissier et al. (2006) for a sample of
alternatives).

In keeping with the idea of a monotonic approach to sapiency, I want to be able
to impose a strict control over a simple-minded agent’s behavior; hence choose a
regulatory mechanism that is strict and effective. Even more, I want one that may
be designed in advance and then adapted –or adapt itself– to become better suited to
guarantee the ostensible behavior. In this manner the regulated MAS would be the
liable outcome of an aggregation of “intelligent” capabilities and meta-cabalities
orchestrated by the regulatory environment. If a simple-minded agent is built as a
regulated MAS whose conventions are properly enforced, the only ostensible behav-
ior of the MAS is that which is admissible by the conventions. Thus allowing an
incremental “damage control” on individual simple-minded agents by tuning the
regulations to the expected outcomes and tuning agent capabilities to the desired
levels of proficiency.

I may now make my proposal for sapient systems explicit:

Proposal 4 (PMAS) Sapient systems are feasible as multiagent systems:

PM AS1 : Sapience is a complex quality that results from a collection of interre-
lated capabilities whose proficiency within some objective thresholds may be
assessed.

PM AS2 : Sapient systems may be approximated by building simple-minded sapients
as software agents –proficient in specific capabilities or meta-capabilities– in
a regulated multiagent system.
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To clarify further what I take sapient systems to be, I may now make explicit the
other assumptions I am making.

Notion 5 Assumptions about sapient systems:

Boundary. I assume a given sapient system is an individual distinguishable from
other sapient systems and its environment. Hence it has some permanence,
even if it may vary or evolve over time. I do not commit to a physical presence
for in some cases a sapient may be a virtual entity that may be present, acting,
in two different situations simultaneously.

Mental. Behavior is determined by abstract processes that correspond to cognitive
processes of the type living systems have.

Composi tion. In what follows I will assume that a sapient system is a system
whose ostensible behavior is an aggregation of capabilities along the four
dimensions included in Notion 2.

Achievement . Behavior is expressed in observable actions and these actions may
be successful or not in achieving objective goals. The degree of achievement
may be measured directly or through objective indicators that subsume the
effects of combined or complex behaviors.

Arti f act . In what follows I will assume that a sapient system is a computational
system that may be situated in a, possibly, virtual environment and be able to
interact with the environment which may include other sapient systems. That
environment in some cases may also be engineered in advance as a regulated
environment for autonomous agents (that will be the case for the sandboxes I
discuss next).

Con f inement . Ostensible behavior is mediated by a regulated interface –which
is part of the sapient system, not of the environment– that determines the
afferent and efferent information. That is, the regulated interface determines,
in a strict way, what information from the environment may be received by
the sapient system and what outcomes of the sapient system deliberations are
eventually expressed into the environment.

Implementation. I assume simple-minded agents are feasible in principle. How-
ever, I am not concerned by the way actual capabilities and meta-cabalities
are implemented, nor what the actual architecture of the MAS is, nor how the
confinement is achieved. Second, I am also avoiding any commitment as to the
physical realization of sapient systems, I adduce that the abstract problem is
interesting enough and a software implementation would provide rich enough
models for the theory of sapient systems and useful enough artifacts to be
used in sapient applications.

In consonance with what I suggested for capabilities, the design of the regulated
environments may start from existing MAS technologies. In particular from the
work on electronic institutions like the IIIA model and tools described in Arcos
et al. (2005) and their extensions into autonomic ones as proposed in Bou et al.
(2007).
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4 Sapients in a sandbox

I will now turn to the second part of my proposal: environment engineering, or
setting up a sandbox where simple-minded sapients are allowed to interact. I claim
that this second element would make simple-minded sapients operational.

Proposal 6 (Penv) Sapient systems are competent within a problem environment:

Penv1 : Sapient systems are situated in an dynamic environment whose state may be
constantly changing but within a stable framework.

Penv2 : Sapient systems are purpose-explicit in the sense that their overall behavior
is deemed competent with respect to that purpose and competence is measur-
able through explicit performance indicators.

Penv3 : A group of simple-minded agents may exhibit sapient behavior when inter-
acting in a regulated structured multiagent environment.

With the PM AS proposal I argued that the notion of a stupid sapient agent is
operational since it would involve modular deployment of simple minded compo-
nents on the basis of available AI technologies and having explicit performance
indicators would allow fine-tuning of the deployment. However, PM AS2 introduced
a design assumption that involves organizing many simple-minded components into
an integrated MAS with the peculiarity of that MAS being regulated. What I am
in fact assuming is that stupid sapient behavior is the social behavior achieved by
the interactions of the agents that constitute the MAS with the specific proviso that
those interactions are subject to the explicit conventions that regulate the MAS.

In this section I elaborate further the schema of a regulated environment so that
a collectivity of simple-minded agents is set loose in another –ideally less strict–
regulated structured environment that captures the problem domain where sapients
are intended to work and reflects the environmental conditions that would ideally
prevail in the problem domain.

Notion 7 A Regulated Structured Environment involves two main components;

Object-environment with a fixed ground ontology (agents, objects involved in
actions, actions, . . .), fixed pragmatics of atomic actions (conditions, effects)
and a collection of social, interaction, regulatory and achievement structures
that constrain or articulate interactions. Agents interact in that environment,
all their actions are observable and all environmental constraints and regu-
lations are enforceable

Meta-environment that allows the observation of object environment interac-
tions, and measure the outcomes of those interactions. Furthermore, the meta-
environment permits the sapient designer (or supervisor) to act upon entities
of the environment and in particular modify the population of agents in the
environment or change conventions and structures if needed.
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Thus, the notion of a regulated structured environment (RSE) involves an object
environment where stupid sapients act. They interact among themselves but also
with other entities that are part of the environment, like stoplights and highways,
tumors and organs, mobile phones and medical devices, . . .The environment is
structured because, as part of the environment, there are coordination devices,
regions, organizational structures, legal or normative resources that affect the way
those interactions take place. For instance certain traffic regulations affect a sapient
agent only when that agent is moving in a specific region, or a group of sapients
may team-up to deal with a contingency invoking a particular type of contract that
is available in the environment, or may choose to settle disagreements by voting
according to specified protocols. This object environment involves elements and
structures than were not available in the regulated MAS described above.

Regulated structured environments also have a meta-environment whose purpose
is to observe the object environment and intervene on it. Thus it involves param-
eters that may be directly manipulated, behavioral and performance variables that
may be observed, means to define observable indicators that synthesize outcomes
of complex social interactions. In addition, the meta-environment includes differ-
ent tools and mechanisms to set-up and register experiments and simulations, like
deploying populations of sapient agents with specific features, automated generation
of environmental conditions, ways of changing the structure of the environment or
its regulatory aspects –adding more objects, changing rules and conventions, for
example.

Thus, it is in that sense that a RSE is a “sandbox” where stupid agents are left on
their own contending with an artificial world whose creator has control over all that
is part of it and may see everything that happens in it.

The agent-based simulation community has been developing agent environments
that may serve as a basis for such sandboxes (cf. Weyns et al. (2007) for a variety of
examples).

Having regulated structured environment to deploy stupid sapients in them would
be rather useful since RSE could be used as simulation environments to experiment,
test and tune sapients. Stupid sapients would become competent in the problem and
might be then deployed and left to their own resources. Analogously, RSE may
evolve and adapt to the problem domain at run-time (Bou et al. (2007)) and consti-
tute a model of a stable problem environment where sapient systems are intended to
act (e.g. a RES to manage traffic control policies in a large metropolitan area; or a
RES with simple minded agents injected in a high-risk patient as a nano device to
deal with contingent blood clots).

5 Closing Remarks

I have presented a two-pronged strategy to address the design and develop-
ment of sapient systems. On one dimension I suggested to build simple-minded
agents whose cognitive capabilities and meta-capabilities are limited by design.
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Sapient behavior, I postulated, would result from the collective interaction of
conventional agents that interact within a a regulated social environment. The
resulting regulated mulitagent system could be reified as a stupid sapient system
and could in turn be immersed in a regulated environment so that many such
sapient systems could interact within a confined environment –a sand box– whose
features and properties are established at design time and may be enforced at
run-time.

Sapient systems are asymptotically clever since each sapient MAS by changing
the participating agents may involve as many and as varied cogntive capabilities as
wanted, on one hand. On the other, the regulations that are imposed by the environ-
ment bind the activity of each simple-minded agent to admissible interactions, thus
the collective outcomes are those that the conventions define and the conventions
admit. Regulations themselves are object of design and consequently ostensible
sapient behavior is tuned by tuning the simple-minded agents and the regulations.
In particular, recent work on norm evolution and autonomic electronic institutions
(e.g. Sierra et al. (2003), Bou et al. (2007, 2006)) indicate promising lines for future
development.

I argue that stupid sapients, as I have proposed them, come close to the
intuitive notion of sapiency discussed in literature (cf. Mayorga (1999, 2003),
Negrete-Martinez (2003)) with two convenient properties: (1) Functionality
is asymptotically proficient and (2) Resulting sapient behavior is restriction-
compliant. In this way, simple-minded sapients would address the limitations of
control and stability that Mayorga pointed out, and the social behavior of the
MAS overcomes the AI-clumsiness outlined by Skolicki and Arciszewski (2005)
while remaining independent from Weigand’s DBI vs BDI propensities (Weigand
(2005)).

I propose to embed simple-minded sapients in a (second order) regulated envi-
ronment so that one can study their complex social interactions within a framework
that facilitates observation, experimentation, and control of the social outcomes. The
use of the sandbox is twofold: it can be used to test and deploy sapient agents that
will eventually be left on their own resources in an open environment, say in web
service deployment. Or for some applications, like for medical nano-therapies, the
useful artifact would be the sandbox together with its sapients.

The intuition beneath this proposal is that one can approach the ideal of a general
intelligence, that has remained elusive for AI, through social processes. Or, put in
other words, once we bring into the AI agenda the notion of collective cognitive
behavior and social intelligence we are again facing the challenges that were at the
root of AI. I believe, therefore, that achieving even limited sapience is a worthy
contemporary AI challenge.
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Sapient Agents – Seven Approaches

Zbigniew Skolicki, and Tomasz Arciszewski

Abstract In this Chapter seven approaches are proposed to distinguish Sapient
Agents (SAs) from the entire class of Intelligent Agents (IAs). These approaches,
taken both from engineering and computer science, are proposed mostly in the
context of IAs for engineering design, but the results should have more general
implications. First, we propose a distinction with regard to knowledge representa-
tion and domain knowledge, depending on how much general and multi-level they
are. Then we compare tactical decisions with global strategies, in the context of
planning, exploration of new representations in engineering, and evolutionary com-
putation. Finally, we show how an SA should be able to “understand” the dynamics
of search/reasoning by identifying emerging patterns and attractors.

1 Introduction

Engineering is undergoing a transformation, mostly driven by the ongoing
Information Technology Revolution, which is understood here as a complex process
of interrelated changes in the areas of Computer Science and Computer Engineering.
In particular, the progress in AI has a tremendous impact on engineering practice,
including design and manufacturing. During the last several years, a large class of
computer programs, called “Intelligent Agents” (IAs), has emerged as a result of
intensive research efforts in many countries. There is a significant diversity of IAs
and the name has become fuzzy and poorly understood. Moreover, the ongoing
research on complex agents gradually expands the boundaries of the IAs class.

In this paper, an IA is understood as an autonomous system situated within an
environment, which senses its environment, maintains some knowledge and learns
upon obtaining new data and, finally, which acts in pursuit of its own agenda to
achieve its goals, possibly influencing the environment (Skolicki and Arciszewski
2003). However, this descriptive definition covers an entire spectrum of agents of
various complexities, behavior, and intelligence. At one end of this spectrum are
simple homogeneous agents (like in swarms (Kennedy and Eberhart 2001)), while
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at the other end such sophisticated agents like Disciple (Tecuci 1998) can be found.
When engineering applications of IAs are concerned, there is confusion about the
nature of intelligent agents and their usefulness for various engineering tasks. Also,
it is obvious that a function of an agent that performs recording and classification
of highway traffic is much different than a function of a complex agent conducting
complete engineering design, including both conceptual and detailed design stages.

For all these reasons, a subclass of IAs, called “Sapient Agents” (SAs) has been
proposed as IAs with “insight” and the ability of “sound judgment”. Unfortunately,
again it is difficult to formally discern between IAs and SAs, and this division
is often subjective and based on the researcher’s background and interests. SAs’
complex and difficult to predict behavior could be attributed to their “wisdom,”
which is different from knowledge usually understood as a simple collection of
decision rules, which drive other, less sophisticated agents. However, a vague defi-
nition describing sapient agent in terms of abstract knowledge, or wisdom, may be
insufficient.

The class of SAs is defined in this paper using a classical approach called “a
definition by coverings.” In this case, a concept, here a class of SAs, is defined
by a number of descriptors representing (covering) various aspects (features) of a
given concept. Seven major aspects of SAs, or their behavior, are discussed and
proposed to identify (define) the concept of an SA. The presented approaches can
be used separately, or eventually jointly, when our understanding of sapient agents
is sufficiently improved.

This paper reflects the authors’ view that SAs should be able to see a “big picture”
of the problem and sometimes to make tactically unjustified, or even incorrect, deci-
sions, which would be strategically optimal. In other words, an SA should control its
own behavior in the context of its wisdom and the general direction of the process.
Such meta-control would be a far resemblance of an agent’s consciousness, which
term may also be connected with the term “sapience”.

2 Seven Approaches

2.1 Knowledge Representation

A distinction between a general class of IAs and SAs can be made considering
knowledge representation. This can be done for the most popular forms of knowl-
edge representation, i.e. for knowledge in the form of decision rules and knowledge
represented as a graph. In the first case of decision rules, it can be assumed that an
SA uses a knowledge system containing a collection of decision rules, meta-rules,
models, heuristics, etc. By contrast, an “ordinary” IA has knowledge exclusively in
the form of a collection of decision rules, which obviously is much more brittle and
inflexible than in the case of an SA.

In the second case of graph knowledge representation, one can easily imagine an
IA analyzing the detailed relations between entities. An agent may use an ontology
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(which is in the form of a graph) for the task of generalization/specialization of
particular rules, as it is in (Tecuci 1998). However, a wise agent should probably
understand the whole structure of a graph, abstracting from particular, single con-
nections. The argument can be made that intelligent behavior would consider nodes
representing detailed solutions, by analyzing their interrelation, whereas sapient
behavior would rather look at interconnections between different parts of the graph.
An SA could use the topology of a meta-graph, where nodes are the sub-graphs of
the knowledge graph, or use a separate structure representing the general features
of the world modeled. In this context, an SA can be defined as an IA capable
of understanding the whole structure of a graph and capable of abstracting
knowledge from this graph.

2.2 Domain Dependence

Information coming from a given domain, after generalization, creates a body of
knowledge about this domain. Unfortunately, all domain-specific information can-
not be transferred into another domain. Only general behavioral patterns remain
valid and create a body of meta-level knowledge about possible relationships among
entities, which is applicable to a number of various domains. Ultimately, abstraction
of knowledge from different domains may produce high-level knowledge, or wis-
dom, which will be a basis for sapient behavior.

Similarly, knowing the general knowledge classification rules may help in acquir-
ing new knowledge. If the domains are of a similar nature, one can suppose that
knowledge about any new domain can be at least partially acquired using the
knowledge structures developed so far for similar domains (Michalski 1994). For
example, human learning of foreign languages can be considered. Such “knowl-
edge about knowledge” can be quite abstract, as shown in (Sowa 2000) using
the example of three basic entities of object, supplement, and a relation (or First-
ness, Secondness and Thirdness). Also, it is important to have proper intuition
(or a collection of heuristics) when abstracting knowledge related to a particu-
lar domain. This knowledge should suggest which entities are more important
and can later be expanded into many more detailed categories, and which enti-
ties are less important and will most probably remain unchanged. Specifically,
such intuition (or meta-knowledge) may help to properly build ontologies and
avoid their later restructuring. Currently only human experts are able to address
this issue. However, one can hope that in the future SAs will be capable of mak-
ing predictions about the nature of knowledge to be acquired. Finally, an SA
should be able to adapt its own behavior in the knowledge acquisition process
depending on the results of its own actions. Although this ability is to some
extent a feature of all IAs — because they all actively search for new informa-
tion — agents that modify the behavior at a very deep level, for example com-
pletely changing the way they store knowledge, should definitely be considered
as SAs.
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In the context of the above remarks, an SA can be defined as an intelligent
agent capable of abstracting knowledge and of adapting its behavior to drive
further knowledge acquisition.

2.3 Planning

Although local decisions based on simple rules and utilizing available information
may lead to temporary correct moves, the strategic moves are usually driven by
long-term, general rules or plans. Such plans may not necessarily rely on actual,
tactical knowledge, but rather on a higher-level wisdom (strategic knowledge) about
how the environment behaves over long time.

Short term vs. long term goals contradiction is especially visible in the area
of planning (Rusell et al 1995). To facilitate the task of finding the proper order
for a large set of actions, one utilizes the concept of hierarchical planning. In this
approach, a general plan is constructed first and then the detailed plan is searched
within the search space defined by the general plan. This mechanism, although it
may miss some of possible solutions, discourages the system from expanding the
local search too much in order to avoid the risk of loosing the global perspective
and ultimately of missing the global optimum.

Heuristics implemented in computers playing different games, like chess
(Campbell 1999), may be seen as another example of a long term, wise behavior.
Although a local game tree search may suggest a different move, it seems sensible
to implement some higher-level analysis of the game, which would establish a
general plan of the game. Maybe that is why the game of Go was not mastered by
computers yet (Richards et al 1998) computers still lack the holistic understanding
(or feeling) of the game, which human players possess. It is interesting how often
wisdom is related to intuition a seemingly non-deductive knowledge, based on
experience. In this context, an SA can be defined as an IA capable of making
long-term decisions.

2.4 Design Representation Space

In design science (Gero 2000), there is a clear distinction between exploitation and
exploration in the context of conceptual design and searching a design representa-
tion space. If we assume that in the future the conceptual design process will be
conducted by intelligent agents (Gero 2002), as it is expected, then this distinction
can be used to distinguish an SA from an IA.

In the case of exploitation, design concepts are sought within a known design
representation space, which remains unchanged during the entire design process.
However, when design exploration is conducted, an entirely different paradigm is
used. In this case, the design representation space is supposed to be modified and
expanded to allow the designer to find novel design concepts. There is no question
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that exploration is much more challenging than exploitation and that it requires an
entirely different set of methods and tools. In this context, an SA can be defined
as an IA capable of conducting exploration while an “ordinary” IA is capable
only of performing exploitation.

2.5 Evolutionary Computation

Evolutionary Computation (EC) may be seen as a guided search mechanism, in
which we make decisions based on the outcome of the previous decisions. In this
way, EC finds the solutions much faster, because it is able to climb up a hill in the
search space. However, the price paid for that ability is a danger of ending up in the
wrong region of the search space and without any means for escaping from there.

EC may be seen as a compromise between exploration and exploitation (De Jong
2006) (within a given representation). High level of exploration makes EC closer
to a Monte Carlo (random search) method. In this case, a high probability of find-
ing the best solution is associated with an uncertainty about the time required to
find it. Random search would finally find the optimal solution, given an unlimited
time. Unfortunately, when engineering applications are concerned, usually only a
limited amount of time is available, and thus only a limited number of points in the
solution space can be analyzed. A high level of exploitation makes the algorithm
climb up local hills and “zoom in” on the optimal solution. In addition, making the
algorithm utilize local information increases the probability that it will find only a
local optimum, a solution that may be much worse than the global optimum.

Several decades of research in EC have demonstrated that an algorithm looking
only at current individuals in a given population, which are all uniformly driven
toward a solution, may have significant difficulties in finding the optimal solution
in complex domains. Researchers have learned that although the current situation
considered on a local, or tactical level, would suggest going directly to a particu-
lar optimal solution, it is much wiser “not to hurry” and let the algorithm slowly
drift toward the optima. The local evaluation, conducted at every generation, may
not justify this approach. However, a general knowledge about the domain and
the behavior of evolutionary algorithms suggests that locally unjustified steps, like
choosing an individual with a worse fitness may produce a better outcome in the
long term. Some counterintuitive (at least at first sight) actions are thus taken. It is
very important to maintain the proper diversity of a population. It occurs that once
we lose a wide spectrum of genomes, it is difficult to recover the genetic diver-
sity. There are many approaches developed that slow down the convergence. They
include multi-population EAs, Pareto optimization, sentinels, fitness sharing, niches
and demes, tags, and others (Baeck et al 2000). Other approaches involve meta-
algorithms adjusting evolutionary algorithm parameters. Self-adaptation is another
possibility.

It is the authors opinion that the methods mentioned above represent a wise
(sapient) approach to EC. They are based on experience with many evolutionary
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algorithms and provide long-term benefits. The behavior they dictate is not based
on any locally available information, and in some case may even seem unintelli-
gent. In this context, an SA can be defined as an IA capable of making strategic
decisions, which may not be entirely justified by local results.

2.6 Emergence

The phenomenon of emergence is understood as a sudden and unexpected
occurrence of a new engineering pattern during an evolutionary process (Arciszewski
et al 1995). As an example, an evolutionary conceptual structural design process
is used, first controlled by a human designer and next by an IA. During such
a process, an entire line of evolution of structural design concepts is generated.
At a certain stage the human designer may observe that the generated structural
configuration is unknown, but feasible, better than known configurations, and
even potentially patentable. In such a case, a new structural shaping pattern has
emerged.

When, hypothetically, an IA controls the same process, an “ordinary agent” will
be able to make the decisions regarding its continuation or termination, based on
a set of assumed criteria being used in a mechanistic way. However, when an SA
controls the process, it will be able to recognize the emergent pattern and stop the
process, if desired. In this context, an SA can be defined as an IA capable of
recognizing emergent patterns.

2.7 Chaos Approach

One of the most important goals in the analysis of chaotic systems is the identifica-
tion of their attractors. When a given representation space contains feasible design
solutions, attractors represent locally best solutions (Arciszewski et al 2003). In this
case, two very similar starting design solutions (points in the representation space)
may lead to completely different final solutions, although they are both obtained
by deterministic, algorithmic means. This observation may suggest that a proper
selection of initial solutions could lead to a better final solution. Alternatively, after
converging to a solution situated on a particular attractor, one could try to restart
the search process to see if there is another attractor representing a much better
solution.

A design process can be considered as traversing one large search space. Then
attractors correspond to various final solutions and other points in the space repre-
sent solutions obtained in the earlier stages of the design process. In such a case, it
is obvious that two similar initial conceptual designs, located close to each other in
the space, may in the search process result in two different final solutions, having
entirely different final features. Therefore, an SA should probably not focus on a sin-
gle particular design from the very beginning, but “keep in mind” other possibilities.
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Such an approach would prevent big changes later in the design process, allowing
for a proper adjustment early enough. Of course, it may not be clear, or even it may
be impossible at the conceptual stage of a project, to predict which particular way
of solving the problem is better. It may be that the later, detailed analysis reveals
some constraints impossible to foresee by the designer. Therefore, again, some kind
of general knowledge about domains, some “engineering intuition,” is needed to
choose the right path, or to restrict thousands of possibilities to the very few impor-
tant ones.

Chaotic dynamical systems, except of having the property of producing different
results from nearly the same starting conditions, similarly may bring two very dis-
tant points to the same attractor. This means that the same results may be sometimes
achieved using various search methods. An “intelligent enough” agent would proba-
bly be able to choose theoretically the best method. However, an SA should probably
also look at how robust a given method is, considering previous experience. In this
context, an SA can be defined as an IA capable of avoiding undesired attractors
in a representation space, or, if necessary, of using various search methods to
reach a given attractor.

3 Conclusions

The seven approaches to the definition of an SA proposed in Section 2, are sum-
marized in Table 1. This result is only preliminary, and much more work is recom-
mended to improve our present, still incomplete understanding of the concept of
an SA.

Table 1 A comparison of simple IAs and SAs

No. Def. Name Intelligent Agent (IA) Sapient Agent (SA)

1 Knowledge Representation Only decision rules A knowledge system
2 Domain Dependence Limited adaptive behavior Capable of abstracting

knowledge and of
adaptive behavior

3 Planning Capable of making only
short-term decisions

Capable of making
long-term decisions

4 Design Repr. Space Conducts only exploitation Capable of conducting
exploration

5 Evolutionary Computation Classic Evolutionary
Algorithm (tactical
decisions driven by
current population)

Algorithm maintaining
diversity, long-term
benefits (self-)adaptation
(strategic decisions
driven by global
understanding)

6 Emergence No recognition of emerging
patterns

Recognition of emerging
patterns

7 Chaos Unaware of attractors Capable of avoiding or
finding attractors
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The behavior of an IA results from an analysis of a given situation and from using
acquired knowledge necessary for selecting the most promising strategy. It seems
that an SA would follow some counter-intuitive steps, not necessarily justified by
local observations. For example, an SA would suggest some seemingly illogical
and inappropriate steps, under the assumption that knowledge of a certain kind will
be acquired in the future and the steps will turn out beneficial.

If an IA is applied to a real world problem, it may happen that under specific
circumstances, not predicted or incorporated in the model, the IA will fail because
of its relative brittleness. An SA is supposed to be much more flexible, mostly
because it uses experience, and some built-in general rules about adaptation and
about acquiring new data. Possessing more knowledge (preferably more abstract)
than needed for solving a given problem would help in adapting to the changes in
requirements.

Last decades saw significant progress in computing. However, most computer
programs still must be run under a strict supervision of humans, who must assure
that all assumptions are satisfied and that the selected problem solving method is
appropriate in a given case. In other words, it is still the experience of humans and
their wisdom that make it possible to control complex processes.
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Part III
Paradigms for Sapient Systems/Agents



A Characterization of Sapient Agents

Martijn van Otterlo, Marco Wiering, Mehdi Dastani, and John-Jules Meyer

Abstract This chapter presents a proposal to characterize sapient agents in terms
of cognitive concepts and abilities. In particular, a sapient agent is considered a
cognitive agent that learns its cognitive state and capabilities through experience.
This characterization is based on formal concepts such as beliefs, goals, plans and
reasoning rules, and formal techniques such as relational reinforcement learning.
We identify several aspects of cognitive agents that can be evolved through learning
and indicate how these aspects can be learned. Other important features such as
the social environment, interaction with other agents or humans, and the ability to
deal with emotions are also discussed. The chapter ends with directions for further
research on sapient agents.

1 Introduction

Intelligent agents have already found their way to the public, and during the last
decades many intelligent agents have been shown to be effective in solving partic-
ular tasks. However, an intelligent agent is often used for a single task only, e.g.,
think about a chess-playing program that is only used to play chess. If an agent has
to fulfill multiple tasks, more complicated issues arise, such as a decision method for
choosing the current goals based on current information about the environment and
refining the decision method based on learning capabilities. Making the transition
from intelligent agent to agents that decide autonomously and learn to refine their
decision-making capabilities, requires some new type of agent. This type of agent
is referred to as a sapient agent.

We look upon sapient agents from the starting perspective of cognitive agents
extended with (relational reinforcement) learning capabilities. A cognitive agent is
assumed to have some internal state consisting of mental attitudes such as beliefs,
goals, and plans; receives inputs through its sensors; and performs actions. The
actions are determined based on its mental state in such a way that its effort to
attain a goal will be minimal. Many reasoning mechanisms could be useful for this,
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such as logical deduction, neural networks, fuzzy logic, Bayesian networks, etc.
We consider an agent in which all of these mechanisms may run in parallel. For
example, pattern recognition may be accomplished using neural networks, whereas
communication is best done using logical languages.

In this chapter we first characterize sapient agents and then describe how we can
use learning methods for them. In Section 2 we define sapient agents starting from
the notion of a cognitive agent. In Section 3 we discuss a general cognitive archi-
tecture, the deliberation cycle, and possible influences stemming from emotions. In
Section 4 we describe the reinforcement learning paradigm, as well as recent exten-
sions important for sapient agents. Section 5 discusses the learning opportunities
in the cognitive architecture defined in Section 3.1 and proposes some solutions in
the framework of reinforcement learning. Section 6 deals with the broader context
of sapient agents: the interaction with other agents and communication and social
issues with both humans and agents. In Section 5 we reflect on the characterization
given in the chapter and suggest directions for further research.

2 Defining Sapient Agents

Sapient agents are assumed to have accumulated learning skills and knowledge, the
ability to discern inner qualities and relationships, often called the agent’s insight,
and good sense or judgments. These concepts and properties are, however, not intu-
itive and are informal, without explicit formal semantics. In this chapter, we consider
sapient agents as a specific type of cognitive agent for which many formalizations
are proposed. In particular, we believe that properties such as knowledge, insight,
and judgments of sapient agents are related to, and should be defined in terms of,
mentalistic concepts such as beliefs, goals, and plans as used for cognitive agents.
Therefore, we propose an interpretation of properties of sapient agent based on
mentalistic concepts of cognitive agents and identify certain problems such as the
integration of learning and decision-making processes that together influence the
behavior of these agents.

We assume that insight and judgment properties of sapient agents determine their
course of action. For cognitive agents the course of action can be specified in terms
of their mental attitudes, which contain at least beliefs, goals, and norms, capabili-
ties such as actions and plans, reasoning rules that can be used in connection with
mental attitudes, communication, and sensing. Given the above-mentioned entities,
the decision-making ability of agents can be considered as consisting of reasoning
about mentalistic attitudes, selecting goals, planning goals, selecting and executing
plans, etc. (Dastani et al. 2003a).

In our view, the judgment of an agent can be considered at the lowest level as
making choices about how to reason regarding its mental attitudes at each moment
in time. For example, an agent’s judgment can be established by reasoning about its
goals or by reasoning about its goals only when they are not reachable using any
possible plan. Some more moderate alternatives are also possible. For example, the
agent can create a plan for a goal and execute the plan. If this leads to a stage where



A Characterization of Sapient Agents 131

the plan cannot be executed any further, then the agent can start reasoning about the
plan and revise it if necessary. If the goal still cannot be reached, then the agent can
revise the goal. This leads to a strategy where one plan is tried completely and if
it fails the goal is revised or even abandoned. In general, an agent with judgment
ability should be able to control the relation between plans and goals. For example,
an agent should control whether a goal still exists during the execution of the plan
to reach that goal. If the corresponding goal of a plan is reached (or dropped), the
agent can allow or avoid continuing with the plan.

We consider the insight of agents to be directly related to their ability to evaluate
their mental states and mental capabilities. We therefore assume that the insight
ability is the ability to learn how to reason about mental attitudes and thus how to
make decisions. The reasoning capability determines the agent’s decision-making
behavior and the learning capability determines the evolution of the reasoning capa-
bility through experiences. The focus of this chapter with respect to the agent’s
insight is on the aspects of the agent’s mental state and mental capabilities that are
influenced by the learning process. These could be the goals, beliefs, desires, or
reasoning rules of even basic capabilities (the agent can learn new actions).

3 Cognitive Agents

In this section, we consider various aspects of the mental states and mental abilities
of cognitive agents that may evolve through learning and from experiences resulting
in properties associated with the sapient agents. In general, cognitive agents are
assumed to have mental states consisting of mental attitudes such as beliefs, goals,
plans, and reasoning rules (Rao and Georgeff 1995,1991,Rao 1996, d’Inverno et al.
1997, Hindriks et al. 1999, Broersen et al. 2002). For example, a cognitive agent
may believe there is no coffee available, want to drink coffee, and desire to have tea
if there is no coffee. Moreover, the behavior of cognitive agents, i.e., the actions they
choose and perform, is assumed to be determined by deliberating on the mental atti-
tudes (Rao and Georgeff 1995, Dastani et al. 2003a,b). The deliberation process is a
continuous and iterative process that involves many choices and decisions through
which actions are selected and performed. For example, a deliberation process may
select one goal, plan the goal, and execute the plan. If the goal cannot be planned, it
may either drop the goal or revise it. The revised goal may be planned. It is also pos-
sible that a plan cannot be executed since some of its constituent actions are blocked.
In such a case, the agent may either decide to drop the plan or revise it. The existing
proposals of cognitive agents (Rao 1996, d’Inverno et al. 1997, Dastani et al. 2003a,
Hindriks et al. 1999, Broersen et al. 2002) assume that many of these choices and
decisions are fixed. These choices and decisions are based on predefined criteria and
remain unchanged during an agent’s lifetime. In this section, we introduce a general
architecture for cognitive agents and discuss possible choices and decisions that are
involved in the deliberation process.
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3.1 Cognitive Agent Architecture

In what follows, we consider a general architecture for cognitive agents consisting
of the representation of mental attitudes and the deliberation process. This agent
architecture is illustrated in Fig. 1. According to this architecture, an agent observes
the environment and communicates with other agents. The observation of an agent
provides the facts that the agent recognizes from its sensory information. These facts
can be used to update the agent’s mental state. The communication provides infor-
mation that an agent receives from other agents. The information received consists
of messages that are stored in the agent’s message box (Mesg.). These messages can
be represented in terms of the identifier of the sender and receiver, a logical sentence
that determines the content of the message, and a performative that indicates the
modality of the message, i.e., whether the content is meant to inform the receiver,
contains requests for the receiver, etc.

The beliefs of an agent represent its general world knowledge as well as its
knowledge about the surrounding environment. The beliefs are usually represented
by sentences of a logical language, e.g., sentences of a first-order predicate lan-
guage. The goals represent the states that the agent desires to reach. Like beliefs,
goals are also represented by sentences of a logical language. Actions represent
basic capabilities that an agent can perform. These actions can be cognitive such as
belief updates or external (physical) such as communication or movement actions.
The actions are usually specified by pre- and postconditions, which are belief
formulas. The plans represent structured patterns of actions that agents can per-
form together.

3.2 Acting, Planning, and Deliberating

A planning rule expresses that a goal can be achieved by performing a plan under
a certain belief condition. A planning rule has the form φ ← β | π , which indi-
cates that goal φ can be achieved by plan π if belief condition β holds. A goal rule

Sense Action

PlansBeliefs ActionsGoals

Planning
Rules

Goal
Rules

Plan
Rules

Comm.

Mesg.

Deliberation

Fig. 1 A general architecture for cognitive agents
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determines how to modify a goal under a certain belief condition. A goal rule has
the form φ ← β | ψ , which indicates that goal φ can be revised as goal ψ if belief
condition β holds. Likewise, a plan rule determines how to modify a plan under a
certain belief condition. A plan rule has the form π ← β | π ′, which indicates that
plan π can be revised as plan π ′ if belief condition β holds.

Cognitive agents deliberate on these concepts to decide which actions to perform
at each moment in time (Dastani et al. 2003c). The deliberation process involves
many activities, such as applying a reasoning rule for the above-mentioned pur-
poses, selecting a goal to achieve, selecting a plan to execute, generating a plan
to achieve a goal, etc. In particular, a cognitive agent decides at each moment in
time which activity to perform. It should be noted that different applications require
different deliberation processes and that there is not one single such process. An
example of a deliberation process is the following iterative procedure:

repeat

Find and apply goal rules that are applicable

Find and apply plan rules that are applicable

Find a goal and a planning rule which is applicable to it

Apply the selected planning rule to the selected goal

Find and execute a plan

end repeat

In order to specify, design, and implement a cognitive agent one needs to initial-
ize its cognitive state and specify, design, and implement various decisions and
choices involved in the deliberation process beforehand. For example, the agent
designer should develop beforehand various selection functions to select goals,
plans, and various types of rules at various stages of the deliberation process. The
agent designer should also indicate beforehand how goals and plan are generated
and dropped. For many types of agents, especially sapient ones, it is not possible,
or even desirable, to specify all these concepts at design time. Therefore, sapient
agents should be capable of learning.

3.3 Emotions

Emotions will also be important for truly sapient agents. Emotional attitudes toward
agents, objects, events, etc. can become important in the process of acting, planning,
and deliberation. Emotions motivate and bias behavior, but they do not completely
determine it. They play a reflective role in decision making and learning (Picard
1997), may monitor planning, and may be prospect based (Ortony et al. 1988). By
focusing on emotion-inducing events, the agent can decide more effectively. Basic
emotions such as fear can trigger an agent to act fast or to quickly change plans.
Emotions such as happiness can influence choices for certain goals or plans. In some
sense, emotions complement ratio so that the agent becomes wiser, more sapient.

It is acknowledged that, at least in humans, emotions are not a separate process
from cognition; but rather that they are inextricably intertwined. It can even be
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stated that without emotions, decision making and acting are hardly possible and
that reason itself uses emotions to guide its decision-making processes (Damasio
1994). Even though some may argue that it is not important for machines (agents) to
actually have emotions, it surely is important to be able to reason about emotions.
Especially in situations in which natural language understanding and cooperative
problem solving are important. When interaction with humans is involved, a capa-
bility to deal with emotions, whether to express or to understand them, becomes
highly desirable or even needed (Picard 1997).

4 Learning

There is general agreement nowadays that intelligent agents should be adaptive, i.e.,
capable of learning. For learning to work, agents should be able to make the proper
generalizations to reuse learned knowledge to apply it to new situations similar to
encountered ones. For sapient agents, learning as a capability should be extended
to learning how to organize the deliberation cycle. Sapient agents can learn how to
solve multiple tasks in parallel, how to deal with multiple goals, and how to set the
right priorities. They can use their own experiences as well as the social context to
do so.

There are roughly three learning paradigms. Unsupervised and supervised learn-
ing are used mainly for isolated clustering and classification tasks, respectively.
However, for agents, the reinforcement learning paradigm is dominant, given the
fact that it deals with behavior learning. In this section we describe its main features
and discuss extensions useful for learning within (cognitive) sapient agents.

4.1 Reinforcement Learning

In reinforcement learning (RL) (Sutton and Barto 1998), an agent learns how to
behave by interacting with its environment (including other agents) using a trial-
and-error process. The agent has to learn a policy to decide on actions based on its
mental state in such a way that its cumulative intake of rewards will be maximized.
In general, RL methods are used to estimate utility values for certain belief states
and certain actions. These values can be used to determine optimal actions for the
agent’s current state. We can see an agent with RL capabilities as an agent that
tries to find out which goal to select and how to achieve the selected goal with
minimal effort. RL has already been successfully applied to learn to play the game
of backgammon at the human world class level (Tesauro 1992).

4.2 Abstraction in Reinforcement Learning

Although RL is a general method for behavior learning, standard RL is not powerful
enough for the rich knowledge structures and capabilities of sapient agents. Recently
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a number of extensions to the RL framework have been developed that deal with
various kinds of higher-order abstractions. Abstractions over actions (or time, i.e.,
temporal abstraction) can be used to abstract over different ways an abstract action
can be instantiated. For example, an action moveT o(room1) can abstract over a
number of motor actions actually needed for a robot to move to room1. Whole
action sequences can be abstracted into a plan or a macroaction. Methods that use
abstraction over time or action sequences are termed hierarchical RL methods (Diet-
terich 2000, Sutton et al. 1999; Parr and Russell 1997). Hierarchies of actions and
behaviors can be defined or even learned.

Another recent direction in RL involves abstraction by using more powerful
representation languages. Quite naturally, cognitive concepts like beliefs about the
world and goals are expressed in terms of objects and relations. Traditionally, RL
has used feature-based and propositional representations for representing cognitive
concepts and actions, although for logic-based agents, richer representational for-
malisms are needed. Recently progress has been made in closing the gap between
logic-based agent formalisms and methods for learning behavior such as RL.

On the one hand, formalisms such as the situation calculus (Reiter 2001) have
been extended with means to calculate values for actions and mental states (Boutilier
et al. 2001). These values enable the agent to choose rationally between goals and
actions. On the other hand, progress has been made in upgrading RL methods
toward richer representational formalisms. Relational reinforcement learning (Dze-
roski 2002, van Otterlo 2002, 2003) methods learn values for relational expressions
over mental concepts and actions. By means of logical induction, useful concepts
that are important for optimal behavior of the agent can be learned from experience.
These concepts are expressed in terms of knowledge the agent has and are based on
actual experience gained in performing different actions.

By integrating value-based behavior learning methods such as RL, the notion of a
logic-based cognitive agent and concept induction methods, behavior learning of an
agent can be directly connected to cognitive notions, represented in terms of objects
and relations (Kaelbling et al. 2001).

5 Learning in Cognitive Agents

In Section 3.2 we mentioned the fact that in cognitive agent architectures, many
aspects are specified beforehand. However, for a sapient agent we believe that var-
ious choices and decisions involved in the deliberation process should be learned
through experience instead of being fixed and defined beforehand.

5.1 Adapting the Deliberation Cycle

There are many opportunities for learning in cognitive agents. In particular, the
agent should learn various concepts (car(x)), facts (car(p)), and rules (e.g.,
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bird(x) → f ly(x)) that constitute its beliefs at runtime. Moreover, given goal
formulas φ and ψ , plan expressions π and π ′, and belief formula β, the following
can be the subject of learning with regard to the agent’s goals and plans:

� Which goal to select in order to plan, and which plan to select in order to execute?
Two types of selection functions can be learned. The goal selection functions
should be learned based on the agent’s beliefs and the plan selection functions
should be learned based on the agent’s beliefs and goals.

� Which goal or plan to generate in certain situations? This can be achieved by
learning goal or plan rules of the form � ← β | φ and � ← β | π , respectively.

� Which goal or plan to drop in a certain situation? This can be achieved by learn-
ing goal or plan rules of the form φ ← β | � and π ← β | ε (where ε is the
empty plan), respectively.

� Which goal or plan to modify in a certain situation? This can be achieved by
learning goal or plan rules of the form φ ← β | ψ and π ← β | π ′, respectively.

� How to plan a goal in a certain situation? This can be achieved by learning plan-
ning rules of the form φ ← β | π .

Finally, for each type of rule a selection function should be learned that selects a
rule to apply at each moment in time. These selection functions should be learned
based on agents’ mental state and differ for each type of rule. In particular, the
selection function for planning rules should be learned based on agents’ beliefs,
goals, and plans, the selection function for plan rules should be learned based on
agents’ beliefs and goals, and the selection function for goal rules should be learned
based on agents’ beliefs. In the following section we discuss how these aspects can
be learned by various techniques.

5.2 Learning goals, Plans, and Concepts

In order to cope with the demands of a sapient agent we can use hierarchical RL
(using relational representations). We consider goal selection and plan selection
first.

For goal selection, the agent has to map its beliefs to a particular goal that it
will adopt. The agent can change its mind about the goal at each time step, but in
order to allow the agent to continue with one particular goal, we can use a mapping
from beliefs and the previous goal to a newly selected goal. Reinforcement learning
algorithms learn value functions for this by trial and error using, e.g., Q-learning
(Watkins 1989). The goal is to learn to select goals leading to the maximal aver-
age reward intake per time step. By trying out goals, and using plans or actions to
achieve these goals, the agent gets estimates about the quality value (Q-value) of
selecting each of its goals given some mental state. Since the agent can change its
goal at any time, it can drop previous goals and continue with new ones. It can also
learn that committing to some goal is good until some mental state tells the agent to
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adopt another one. Thus, with the hierarchical RL framework, selecting and revising
goals may be learned just as learning action sequences.

For learning to select plans, the agent has to map a goal and beliefs to a
plan. There can be multiple plans, some plans may even consist of single actions.
Although some plans take longer than single actions, this is not a problem if hier-
archical RL is being used. The agent can even choose to invoke a planner that will
plan at a specific time step. If this planner returns useful plans given some mental
state, it will be invoked more often in that context. Plans can be dropped or revised
at any time, since the agent selects a plan or action at each time step. Thus, again,
with the hierarchical RL framework, selecting and revising plans can be learned just
as learning action sequences.

Finally, the agent has to learn to map sensory information obtained by, e.g., cam-
eras to concepts. This can be done by using pattern recognition methods such as
neural networks or support vector machines. Each time the agent receives sensory
information and does not understand what it sees, it should get feedback about the
concept it is looking at. This can only be done in a social setting in which humans
communicate with the agent, and the agent is also able to communicate with other
agents. We examine this issue further in Section 6.

5.3 Emotions in Learning

Emotions may influence behavior, as was explained in Section 2. Emotions may
also influence learning. For example, a negative emotion that produces a bad feeling
may trigger reassessment of what causes the bad feeling, followed by learning how
to avoid it in the future. A sapient agent can also predict that by not doing an action,
it will feel even worse, and by feeling this, it can interrupt its current behavior to
do that action. Emotions can also help focus on a goal or trigger to reassess a situa-
tion (e.g., by insight, reflection) and look for a way to improve it, thus adapting its
behavior.

6 The Social Environment

Agents, especially sapient ones, will usually be situated in complex, multiagent,
social environments in which they have to interact with other agents and humans.
Such complex environments create difficulties, but also opportunities, especially in
learning. We discuss some of these in this section.

Reinforcement learning has already been applied successfully for solving par-
ticular multiagent problems such as network routing (Littman and Boyan 1993),
elevator control (Crites and Barto 1996), and traffic light control (Wiering 2000).
For all these problems, the agent still has to solve a particular task, such as con-
trolling a specific traffic light, and therefore these agents are not sapient at all. We
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can, however, use multiagent systems to make it easier for agents to learn to become
sapient agents.

If the agent has to learn to achieve a goal and it can choose which task to learn,
there are several complicated issues. In some sense, the agent has to devote its time
to learning something useful. But what if the agent is unable to learn to solve a
particular task? When should it stop trying to learn the task? Furthermore, how
much reward can it expect if it would be able to learn to perform the task? A solution
is to let the agent learn from other agents. For example, the agent can estimate its
learning time by looking at other agents or by communicating with them. The agent
can also ask the reward functions of other agents, it can estimate the learning time
by asking or looking at the other agent, and can even ask another agent about the
decision skill to solve a particular task. Thus, some issues seem complicated, but
may become easier when the agent is not alone in the world. Although the whole
system would become much more complex, particular subproblems would be easier
to solve. Some problems would even be impossible if the agent could not learn by
imitating other agents. For example, suppose one agent, a robot, approaches a deep
canyon and just near the edge, it slips and falls into the canyon. Because of the fall,
the agent is destroyed and it no longer exists. The only way of learning that one
should not come too close to the edge of the canyon is to look at the results of other
agents approaching it. Since it is easy to see that coming too close to the edge of the
canyon was bad for the other agent, a sapient agent can learn that this is a wrong
action in this context.

In multiagent settings we have to distinguish among competitive, cooperative,
and semicompetitive settings. Although we would like all agents to be coopera-
tive, this is not realistic since each agent tries to maximize its own average reward
intake per time step. However, even in (semi)competitive settings it makes sense
to let agents communicate (e.g., if two agents try to walk through the same corri-
dor and bump against each other, they can signal to which side they will go). By
communicating knowledge, agents can share experiences, concepts, and procedural
knowledge of how to solve tasks. Using communication, possibly with humans, is
also a good way to get a lot of examples for learning to classify sensory informa-
tion into concepts. These are examples of learning by communicating. Classical
experiments show that in many cases, communication between agents can have a
positive influence on learning behavior, provided that communicated information is
useful and not superfluous (Tan 1993). On the other hand, agents can also learn how
to communicate (Weiss 1999). This involves learning what, when, with whom, and
how to communicate. Social laws, protocols, and shared ontologies are important
factors in communication.

Agents can learn to judge just like other agents, and agents can reward each other
using ethical or social laws that have existed for a long time and therefore can be
evolved or preprogrammed. Thus, in multiagent systems judgment and insight can
also be learned, obtained, and refined using communication. For communication
between agents some issues such as trust (insight in relationships) play an important
role and have to be learned based on the experiences of the agent. If another agent
provides wrong estimates about the learning time or reward for solving a particular
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task or gives a wrong decision skill for solving the task, the agent can learn that this
other agent cannot be trusted. The agent can also ask other trusted agents whether
they trust another agent. In this way social relationships among agents can evolve.

The problem of using reward functions is that it is difficult to say how much
reward one should get for task A relative to task B. The agent’s decision will be
to do the task leading to maximal average reward per time step. However, if these
relative reward values are incorrect, the agent could always do one single task at
which it is good. Therefore the reward function should also be dynamic, where a
reward is given only under particular circumstances. The reward could be made
dependent on the agent’s emotions such as boredom, pride, pity, disappointment,
satisfaction, anger, etc. In this way, an agent that is angry with another agent may
learn not to communicate interesting information. Also, if the agent is bored with
its current task, it will get less reward for doing it, and therefore may switch to
another goal.

7 Conclusions

In this chapter we have given a characterization of sapient agents. By starting from
the notion of a cognitive agent, for which many formalizations exist, we place cog-
nitive notions such as beliefs, desires, goals, and plans at the core of the deliberation
cycle of a sapient agent. Furthermore, with this as a starting point, we have a firm
basis for a model of true sapience as well as being able to take advantage of exist-
ing knowledge and formalizations concerning the modeling of cognitive notions,
logic-based systems, and agent programming languages such as 3APL.

Furthermore, we have emphasized the need for managing control over different
tasks that can be performed in parallel, by choosing constantly among actions, goals,
and plans in the deliberation cycle. Various tasks can also be run in parallel on
different cognitive levels. On the perceptual level, pattern recognition can transform
visual images to (logical) concepts, while planning and acting can be performed on
a higher cognitive level.

We have also stressed the importance of emotions as a possible factor in both
behaving and learning. In a single agent, emotions may influence decision making
and planning. In a multiagent social context, emotions may play an important role
in the interaction, especially when humans are involved.

A very important feature of sapient agents that we discussed is learning. We dis-
cussed reasons, opportunities, and solutions for learning. For sapient agents, learn-
ing transcends the idea of single-task learning by focusing on the whole deliberation
cycle, emotional attitudes, and the social context. Of much importance will be the
integration of RL methods and logic-based, cognitive agents. Relational languages
and hierarchical learning methods in RL may function as a bridge between cognition
and learning.

One line of further research should focus first on formal definitions of the various
elements discussed in this chapter. Notions present in formalizations of cognitive
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agents and agent programming languages should be extended with learning mecha-
nisms and emotional attitudes.

A second line of research should aim at experimenting with and developing con-
crete applications of increasingly sapient agents. By integrating learning mecha-
nisms such as relational RL into agent programming languages such as 3APL, ideas
can be put to a test in order to develop truly sapient agents.
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A Paradigm for Sapient (Wise) Systems:
Implementations, Design & Operation

René V. Mayorga

Abstract This Chapter presents a Paradigm, from a Cybernetics point of view,
that can contribute with some essential aspects to establish a baseline for the
development of Artificial / Computational Sapience (Wisdom) as new disciplines.
It is demonstrated here that, under the proposed Paradigm, Artificial / Compu-
tational Sapience (Wisdom) methodologies can be developed as a natural exten-
sion of some non-conventional (Soft Computing and Computational Intelligence)
approaches. It is also also shown here that the proposed Paradigm serves as a gen-
eral framework for the development of Intelligent / Sapient (Wise) Systems and
MetaBots.

It is also demonstrated here that under the proposed Paradigm, it is possible to
establish some performance criteria for the proper Design and Operation of Intel-
ligent and Sapient (Wise) Systems. These criteria are based on establishing proper
bounds on some characterizing matrices having a prominent role on the performance
of Intelligent and Sapient (Wise) Systems.

1 Introduction

In a recent article (Mayorga 1998a) the author presented a Paradigm for Intel-
ligent Systems Design/Operation, and outlined its implementation by some non-
conventional (Artificial Intelligence, Soft Computing, Computational Intelligence)
techniques. The article (Mayorga 1998a) also introduced the novel concept MetaBot
intended as a generalization of the term robot to encompass software agents, hard-
ware units, or hybrid combination of both; performing systematically and automat-
ically some tasks, in an “intelligent” and “stable” manner. It is shown in (Mayorga
2000a), (Mayorga 1999), and (Mayorga 1998a), that the Paradigm can also lead to
a unified framework for the study of MetaBots.

In this Chapter a similar approach and concepts as in (Mayorga 2000a),
(Mayorga 1999), and (Mayorga 1998a) are followed. Here, it is shown that the
Paradigm can contribute with some essential aspects to establish a baseline for the
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development of Artificial / Computational Sapience (Wisdom) as new disciplines
(Mayorga 1999). It is demonstrated here that, under the proposed Paradigm,
the development of Artificial / Computational Sapience (Wisdom) methodolo-
gies can be accomplished as a natural extension of some non-conventional (Soft
Computing and Computational Intelligence) approaches. Furthermore, it is also
demonstrated here that the Paradigm serves as a general framework for the
development of Intelligent/ Sapient (Wise) Systems and MetaBots, (Mayorga
1999).

First, here a brief discussion on the evolution of some Artificial Intelligence areas
towards Soft Computing and Computational Intelligence is provided. It is noticed
that over the years these areas have been influencing the field of Robotics; however,
the reverse effect has not been significant (Mayorga 1999). In this Chapter it is
shown that under the proposed Paradigm some concepts mainly developed for the
Robotics field can actually have a favorable impact on some Soft Computing and
Computational Intelligence methodologies (Mayorga 1999).

Next, the terms “Intelligence”, and “Wisdom” are properly addressed highlight-
ing their similar and differential aspects. This leads to briefly discuss the terms
“Intelligent Systems” and “Agents”. It is pointed out that the various and diverse
current definitions of the term Agent do not explicitly take into account a “stability”
(that is so essential to deal effectively with dynamic systems) criterion. More signif-
icantly, here also some learning, adaptation, and cognition aspects are considered,
that lead to postulate a “formal” concept of Artificial / Computational Sapience
(Wisdom) as in (Mayorga 2003), (Mayorga 2000a), (Mayorga 2000b), (Mayorga
1999).

Following the ideas (to characterize the field of Intelligent Control) presented
in (Saridis 1977) and (Fu 1971); it is proposed here to characterize the Sapient
(Wise) Decision/Control field as the intersection of Automatic Control, Operations
Research, A.I., Artificial / Computational Sapience (Wisdom), and Robotics. Then,
the discussion naturally leads to the proper formulation of the terms Sapient (Wise)
Systems and MetaBots (Mayorga 1999).

Next, a Paradigm appropriate for hierarchical multi-layer and/or distributed
structures, which can include aspects of a global or local nature is presented.
In particular, some learning, adaptation, and knowledge (essential for cogni-
tion (Perlovsky 2001)) principles are properly addressed. However, here also
the concepts of “stability”, “discerning”, and “inference” (here, as a condition
for judgment) are considered. Furthermore, here it is postulated that under this
Paradigm, inferential capabilities and the ability to determine direct and inverse
relationships and to include globals aspects, can contribute to built up knowledge
with capacity for cognition and sound judgment; and leading to Artificial / Compu-
tational Sapience (Wisdom).

Here as in (Mayorga 2000a), (Mayorga 1999), (Mayorga 1998a), under the
proposed Paradigm an effect/cause relationship between the outputs to the inputs of
a system is formulated, for a general class of differentiable functions, at an inverse
functional and a rate of change setting. The Paradigm, appropriate for hierarchical
or distributed structures, can be considered of a local nature and is based on the
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“stability” principle, (Mayorga 2000a), (Mayorga 1999), (Mayorga 1998a), that for
small changes in the inputs, there should correspond small changes in the outputs.

Here, also some theoretical results on the difference between exact inverse func-
tional evaluations and inexact approximations, and a criterion for optimal system
design are presented (Mayorga 2000a), (Mayorga 1999), (Mayorga 1998a). Next,
some necessary conditions for the implementation of general (Adaptive) Infer-
ence Systems under the proposed Paradigm are established. It is demonstrated that
the proposed Paradigm permits to develop simple but efficient Learning strategies
for some Classes of (Adaptive) Inference Systems: for the case in which there
is knowledge of an input/output system relationship, and also when there is no
knowledge of this relationship (Mayorga 1999), (Mayorga 1998a). Furthermore, it
is also shown that these Classes can effectively used to approximate the correspond-
ing inverse functions characterizing this relationship (Mayorga 1999), (Mayorga
1998a).

Thence, under the Proposed Paradigm, the aspects of learning, and adaptation
(essential for cognition (Perlovsky 2001)) are properly addressed. In addition, since
the Proposed Paradigm enables the ability to estimate (via adaptive inference sys-
tems) direct and inverse relationships (sequentially, concurrently, or a combination
of both, in hierarchical multi-layer and/or distributed structures) in a stable manner,
and to include global aspects; it can contribute to the construction of knowledge and
the capacity for delivering sound judgment. Consequently, the Paradigm can lead to
cognition and Artificial / Computational Sapience (Wisdom).

Here it is pointed out that the generality character of the Paradigm permits
its implementation in many and diverse fields. Here, in particular the appli-
cation of (ordinary and adaptive) Fuzzy and Neuro-Fuzzy Inference Systems
for Intelligent/Wise Decision making/resolution, and Systems Design is amply
discussed.

In this Chapter it is also demonstrated that, under the proposed Paradigm, it is
possible to establish some performance criteria for the proper design and operation
of Intelligent and Sapient (Wise) Systems. These criteria are based on establishing
proper bounds on some characterizing matrices having a prominent role on the per-
formance of Intelligent and Sapient (Wise) Systems. In particular, here it is shown
that from these characterizing matrices it is possible to establish:

(a) an upper bound on a homogenized condition number;

(b) a generalization of an isotropy condition;

(c) a proper bound on the rate of change of a generalized isotropy condition; and,

(d) a proper bound on the rate of change of the Jacobian matrix.

As discussed here, these criteria can be easily used for proper system design anal-
ysis. Moreover, as shown here some of these criteria can be expressed in explicit
form; thus, they can be easily utilized for the design optimization and operation of
Intelligent and Sapient (Wise) systems.
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2 Preliminary Concepts

It is well known that the field of Artificial Intelligence has gone through many
changes and transformations over the past three decades. In fact, it went through
a “slump” period in the late seventies and early eighties; but some of its areas
(Artificial Neural Networks, and Fuzzy Inference Systems) began to have a wide
acceptance since the mid eighties. The resurgence was in part the result of the
great interest on these areas by the Control Engineering community. This interest
has focused at the Applications level - The capability of some A.I. techniques to
provide real time solutions to some complicated problems; and more recently at the
Theoretical level - The capability of some A.I. techniques to approximate non-linear
functions.

But, perhaps the A. I. discipline by trying to encompass many areas has
unnecessarily extended itself; and it would be more appropriate that it focuses
on some limited fields/areas. This may be evidenced by the recent evolution
and migration of some A. I. techniques, such as Artificial Neural Networks and
Fuzzy Inference Systems, towards the fields of Soft Computing and Computational
Intelligence. In fact, some areas that could be normally covered by the A.I. disci-
pline can each one of them be considered on its own as a separate discipline. One
could easily think of considering disciplines such as: Computational Conscious-
ness, Computational Wisdom, Computational Intelligence, and Computational
Creativity.

Another fact to observe is the influence and impact that non-conventional (A.I.,
Soft Computing, and Computational Intelligence) disciplines have had on the
Robotics field over the years. However, it is worth to notice that the reverse (the
impact of Robotics on the A.I., Soft Computing, and Computational Intelligence)
has not been significant (Mayorga 1999). A more desirable (from the Intelligent
Systems and Intelligent Robotics point of view) state of affairs should be a bottom
to top approach. That is, the fields of Intelligent Systems and Intelligent Robotics
having a favorable impact to A.I.. Soft Computing and Computational Intelligence.
This is not a proposition too simplistic; since Systems Theory can contribute with
proper architectures, structures, and valuable concepts (such as adaptability and
stability concepts) to those disciplines.

Also, a non-conventional concept that has impacted greatly many (i.e. Robotics)
fields is the term Agent. These facts are clearly illustrated in Fig. 1.

A more desirable (from the Robotics point of view) state of affairs is depicted in
Fig. 2.

There are many definitions for the term Agent, (Franklin and Graesser 1996); but
in general, they implicitly encompass an “Intelligent” software program based on:
Expert Systems, and/or other A.I. techniques, (Mayorga 1999). Notice that other
Agent definitions incorporate explicitly an “Intelligence” attribute.

In recent years, Agents have been widely utilized in many and diverse fields;
and in many cases they are implicitly used to mean “Intelligent Systems”. Also
in many cases they have proved to be practical and effective for some complex
problems. However, as pointed out in (Mayorga 1999), there is an important and
unfavorable fact about current Agents. For decision making/resolution problems,
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characterized by dynamical systems. In general, Agents can exhibit the following
drawbacks:

� It is difficult to justify formally the Agents application from a theoretical point
of view.

� It is difficult to claim that the solution provided by a particular Agent is “better”
than the one provided by other Agents, and/or the one obtained by the use of
other techniques.

� It is difficult to ensure formally system stability.

That is, currently Agents usually only provide feasible, but not optimal, solutions.
Those drawbacks are relevant in view of the fact that Agents are supposed to handle
properly knowledge leading to good judgment. Consequently, it is necessary to:

� Conceptualize a better term than Agent.
� Set the alternative novel concept(s) in an appropriate Framework.
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This can lead to:

� Establish new Frameworks/Paradigms.
� Foundation/Development of new disciplines/fields and areas.

Here, it is shown that the proposed Paradigm can serve to attain the desir-
able situation depicted in Fig. 2. That is, the Robotics field can have a desirable
effect on affine disciplines (such as A.I., Soft Computing and Computational
Intelligence). This can be accomplished by properly extending and generalizing
some usual Robotics concepts such as Inverse Kinematics, Pseudoinverse Robust-
ness/Perturbation, Local Motion Planning (Singularities/Obstacle avoidance), and
Sensor Fusion/Integration; then, deal in a non-conventional fashion with Inverse
Functions, Robust Solutions, and Constraint Compliance (Mayorga 1999). as
shown below:

� Inverse Functions ⇐= Inverse Kinematics
� Robust Solutions ⇐= Pseudoinverse Robustness
� Constraint Compliance ⇐= Local Motion Planning

Now, let’s examine in detail some (Webster’s) dictionary definitions:

Intelligence:

� The ability to learn or understand or deal with new or trying situations: Reason;
also: the skilled use of reason.

� The ability to apply knowledge to manipulate one’s environment or to think
abstractly as measured by objective criteria (as tests).

� Mental acuteness: Shrewdness.
� the act of understanding: Comprehension.

Intelligent:

� Having or indicating a high or satisfactory degree of intelligence and mental
capacity.

� Revealing or reflecting good judgment or sound thought: Skillful.
� Possessing intelligence.
� Guided or directed by intellect: Rational.

Wisdom:

� Accumulated philosophic or scientific learning: Knowledge.
� The ability to discern inner qualities and relationships: Insight.
� Good sense: Judgement.
� A wise attitude or course of action.

Wise:

� Characterized by wisdom: marked by deep understanding, keen discernment, and
a capacity for sound judgment.
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� Exercising sound judgment: Prudent.
� Evidencing or hinting at the possession of inside information: Knowing.
� Crafty, shrewd: marked by clever discerning awareness and hardheaded acumen.

Insight/Discernment:

� The power or act of seeing into a situation.
� The act or result of apprehending the inner nature of things or of seeing intu-

itively.
� Mental or spiritual perception.
� the quality of being able to grasp and comprehend what is obscure: skill in dis-

cerning.

From the previous definitions the similarities and differences between Intelli-
gence, Intelligent, Wisdom, and Wise are evident. From the definitions of Wisdom,
and Wise; it is easy to observe (Mayorga 1999) that two attributes that stand out
are:

(a) the ability to discern inner qualities and relationships;

(b) the exercise of good judgment/knowledge.

From a Cybernetics point of view, in some way “Intelligence” is related to an
“Analysis” → “Action” process, to attain local goals; whereas, “Wisdom” is related
to “Analysis”, “Reflection”, → “Synthesis” → “Action” process to attain global
objectives. It should be mentioned that this point of view implicitly considers a
Hegelian (dialect) process.

There are several ways to interpret the above to postulate a suitable formulation
for Computational Sapience (Wisdom). In particular, the attributes regarding the
ability to discern inner qualities and relationships, and a capacity for exercising
good judgment should be properly addressed.

Now, as previously mentioned, some areas of A.I. have evolved and migrated to
constitute the field of Computational Intelligence. In fact, the term Computational
Intelligence has been used loosely by the Computer Science and the Robotics
community. An attempt to provide a formal definition is given in (Bezdek 1994):

Computational Intelligence – J.C. Bezdek – 1994

� Discipline dealing with (low-level) data
� It includes a pattern recognition component
� Does not use knowledge in the A.I. sense
� Additionally, it also deals with:

– Computational Adaptivity
– Computational Fault Tolerance
– Speed approaching human-like turnaround - Error rates that approximate

human performance
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Based on this definition the author recently proposed (Mayorga 1999) a defini-
tion for Computational Wisdom as follows:

Computational Wisdom (Sapience) – R. V. Mayorga – 1999

� Discipline dealing with (low, medium, – level) data
� It can include an identification (pattern recognition) component for direct and/or

inverse relationships
� It can use knowledge in the A.I. sense; but in any case, acts upon it

– to discern inner qualities and relationships; and
– to yield good judgment

� Additionally, it also deals with:

– Computational Stability
– Computational Adaptability
– Computational Fault Tolerance
– Speed approaching human-like turnaround

� Error rates that approximate human performance

Notice that this definition can be easily extended to an Artificial Sapience (Wis-
dom) definition; for example, by allowing to deal with high level data and using
knowledge in the A.I. sense to act upon it as described above. From the previous
definitions, it is clear the role of the Wisdom/Wise attributes. However, the Arti-
ficial / Computational Wisdom (Sapience) definitions, unlike the one in (Bezdek
1994), also contain important explicit provisions to:

– deal with direct and/or inverse relationships;
– act upon knowledge;
– to yield good judgment;
– include the previously forgotten concept of stability.

Also, notice that the proposed formulation (Mayorga 2003), (Mayorga
2000a), (Mayorga 2000b), (Mayorga 1999), includes learning, and adaptation,
and explicitly addresses a “judgment” attribute. Consequently, it complies with
a concept of cognition. Furthermore, it also permits to consider “Analysis”, and
“Reflection” processes, as well as a “Synthesis” process. All of these processes
can be concurrent, sequential, or a combination of concurrent/sequential, leading to
attaining global objectives.

Now, here it becomes pertinent to address closely the concepts of Intelligent
Control and Intelligent Systems. An early suggestion for the concept of Intelligent
Control was provided in (Fu 1971), as:

Intelligent Control - K. S. Fu, 1971
Intersection between:

– Automatic Control Systems
– Artificial Intelligence
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Afterwards, Operations Research was included to constitute Intelligent Con-
trol (Saridis 1977), as:

Intelligent Control – G. N. Saridis, 1977
Intersection between:

– Automatic Control Systems
– Operations Research
– Artificial Intelligence

There are also many definitions on Intelligent Systems. A recent one is provided
by the author (Mayorga 2000b):

Intelligent Systems:

� Capable to Incorporate-Reflect Experts Knowledge
� Able to deal with Linguistic inputs
� Possess Learning abilities
� Show Inference abilities
� Can cope with diverse and changing environments
� Yield a solution better than feasible

Furthermore, following the concepts in (Fu 1971), and (Saridis 1977), the
author also recently proposed that Intelligent/Wise Decision and Control be consti-
tuted (Mayorga 2000a), (Mayorga 2000b), (Mayorga 1999), (Mayorga 1998a), as:

Intelligent/Wise Decision/Control – R. V. Mayorga, 1998, 1999
Intersection between:

– Automatic Control Systems
– Operations Research
– A.I., Soft Computing, Computational Intelligence
– Computational Wisdom
– Robotics

This framework facilitates to establish a definition for Wise (Sapient) Systems
as provided by the author in (Mayorga 1999), (Mayorga 1998a):

Wise (Sapient) Systems – R. V. Mayorga, 1998, 1999

� Capable to Incorporate-Reflect Experts Knowledge
� Able to deal with Linguistic inputs
� Possess Learning abilities
� Show Inference abilities
� Can perceive and cope with diverse and changing environments
� Exhibit insight capabilities
� Able to discern inner qualities and relationships
� Capable for sound judgment
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It is (becoming) accepted by the scientific community that learning, adapta-
tion, and judgment, conduce to “cognition” (Perlovsky 2001). It is also clear that
it is plausible to construct Agents or Intelligent Systems with (modular) struc-
ture/architectures such that the learning, adaptation, and judgment functions are
concretely realized (Perlovsky 2001).

From the above formulation of Sapient (Wise) Systems it can be easily observed
that it is necessary to have a structure and architecture with capabilities for learning,
adaptation, judgment, (as in an “Intelligent System”); but additionally the (hierar-
chical multi-layer and/or distributed) structure/architecture should also be capable,
from input/output data:

� To discern inner qualities and relationships (sequentially, concurrently, or in
combination); and

� To yield good judgment.

Furthermore, here it is considered that the enabling capabilities of a general sys-
tem to properly infer from general inputs plausible general outputs, and such that
for any particular input it permits to infer a “reasonably good” (to attain a specific
goal) output; constitute a key element to construct knowledge and exercise “wise
and sound judgment”.

The above approach permits to deal properly with the subject of “cognition” in
terms of learning, adaptation, and judgment. In a very concise and simple manner
several important concepts can be properly addressed. Furthermore, the approach
can lead to the realization of Sapient (Wise) Systems in a concrete manner in terms
of a (modular) structure and architecture and corresponding functionalities.

Consequently, here some Adaptive Inference Systems methodologies that prop-
erly achieve the above under the proposed Paradigm are considered. Here, in partic-
ular some efforts are directed to the implementation of Adaptive Inference Systems
based on non-crisp Logics (Fuzzy Logic).

Based on the previous discussion and concepts, an early definition for MetaBot,
to generalize the concept of Agent / Robot as a Sapient System, is provided by the
author in (Mayorga 1999) – (Mayorga 1998a):

MetaBot – R. V. Mayorga, 1998, 1999

� General (Intelligent/Wise) System, composed of:

– Software modules, or
– Hardware units; or an
– Hybrid combination of both

� Possessing a high level of autonomy
� Performing tasks in an intelligent/wise and stable manner
� Can interact dynamically with unstructured environments

The above definition can easily extended to include Bionic units in the com-
position of the Intelligent / Sapient (Wise) System. It is worth to notice that
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the above definition for MetaBot, unlike the Agent concept, provides provisions
to encompass:

– Intelligent/Wise systems of a diverse nature;
– A stability criterion.

3 Sapient (Wise) Decision & Control

In 1971 K. S. Fu (Fu 1971) proposed Intelligent Control as a field of interaction
between the Artificial Intelligence and the Automatic Control Systems disciplines.
Over the years numerous studies were attempted to formalize the field into a uni-
fied and comprehensive discipline. However, in most studies either Artificial Intelli-
gence, or Automatic Control tended to dominate; as a result, the intended discipline
generality was only partially achieved.

A wider approach was proposed by G. N. Saridis in (Saridis 1977), and (Saridis
1979), considering Operations Research, Artificial Intelligence and Automatic Con-
trol Systems, to constitute the field of Intelligent Control. In these early works it was
suggested that the theoretical foundations of Intelligent Controls should be pursued
in the intersection of these disciplines, and should be structured according to the
hierarchical principle of “increasing precision with decreasing intelligence”. In sub-
sequent and recent works (Saridis 1990) – (Saridis 1983) some theoretical foun-
dations for Intelligent Controls and Machines have been established as analytical
methods based on the use (minimization) of entropy as a performance metric on all
levels of a hierarchical control structure (Mayorga 1998a).

In (Saridis 1990) – (Saridis 1983) the entropy based techniques were devel-
oped for both high-level planning and low level control in an intelligent machine.
This formulation has the advantage that it provides a consistent performance mea-
sure for a wide diversity of tasks. However, it can only deal with uncertainties in
the state variables that describe the intelligent machine. Since no task information
is considered, it is not easy to generalize the entropy measure for overall system
performance. More recently another metric for performance measure of intelligent
machines has been presented in (Musto and Saridis 1997). It fuses some earlier
concepts on Intelligent Machines (Saridis 1990) – (Saridis 1983), with traditional
reliability analysis. This measure reflects both the uncertainty inherent in the intel-
ligent machine as well as the uncertainties from the task description.

The approaches developed in (Musto and Saridis 1997) and (Saridis 1990) -
(Saridis 1983), are of a stochastic and global nature (Saridis 1977). Although
they have been developed conceptually to serve as a bridge between Automatic
Control Systems, Artificial Intelligence, and Operations Research disciplines; their
foundations still rely mainly on the traditional techniques of Automatic Control,
Optimization, and Probability Theory. Furthermore, their use and implementation
in conjunction with Artificial Intelligence techniques has been limited (Mayorga
1998a).



154 R.V. Mayorga

Recently a Paradigm for Intelligent Decision and Control has been presented
by the author (Mayorga 1998b), (Mayorga 1997). This Paradigm is somewhat
similar in principle to the approaches presented in (Saridis 1990), and (Saridis
and Valavanis 1988a). However, in (Mayorga 1997) the problem is formulated
locally as a deterministic relationship in the time domain between (as in Automatic
Control Systems) outputs and inputs; for which (as in Operations Research) a high
level damped Levenberg-Marquardt type solution is developed; and which can be
implemented easily and effectively using non-conventional (A.I., Soft Computing,
Computational Intelligence) techniques such as: Neural Networks, Fuzzy Inference
Systems, or Coactive Neuro-Fuzzy Inference Systems. Furthermore, as recently
observed by the author (Mayorga 1999), the Paradigm also facilitates to discern
direct/inverse relationships and to act on the given knowledge (as in Computational
Wisdom); and by considering inverse functions it allows to encompass a stability
criterion (as in Robotics).

The proposed Paradigm (Mayorga 1997) is based on the bounded control prin-
ciple that for small changes in the system inputs, there should correspond small
changes in the outputs. Its deterministic and local nature it is not a detriment; rather,
it allows to derive simple approaches that can be easily and effectively implemented
with non-conventional techniques.

Under the Paradigm the relationship between a given system outputs to its inputs
is formulated in the time domain at an inverse functional and a rate of change level.
In (Mayorga 1997) some finite bounds on an homogenized norm on the difference
between exact and inexact solutions are established. It is shown (Mayorga 1997)
that under this formulation: Neural Networks; Fuzzy Inference Systems (FIS); and
Coactive Neuro-Fuzzy Inference Systems (CANFIS) (Jang et al 1997), (Mizutani
and Jang 1995); can be effectively used to approximate a general class of inverse
functions.

It is also demonstrated that the proposed Paradigm permits to develop simple
but efficient (Learning) strategies for the updating/tuning of antecedent/consequent
and scaling parameters for a general class of FIS (Jang et al 1997) (becoming
in fact Adaptive Inference Systems (AFIS)); and also for Co-Active Neuro Fuzzy
Inference Systems (CANFIS) (Jang et al 1997), (Jang 1993), (Mizutani and Jang
1995). Moreover, as shown in (Mayorga 1997), under the proposed Paradigm FIS,
AFIS, and CANFIS can deal also effectively with those cases in which there is no
knowledge of a direct (or inverse) function between some (input-output) systems
variables.

The proposed Paradigm (Mayorga 1998a), (Mayorga 1997) has been con-
ceived for Intelligent Control or Decision problems (Mayorga 1998b). However,
from the previous discussion, and as observed by the author in (Mayorga 1999)
the Paradigm is based on an expression that permits to deal with and act upon a
direct-inverse relationship in a bounded and stable manner. Furthermore, if imple-
mented in a non-conventional fashion, the Paradigm can be used for Sapient (Wise)
Decision/Control; and it can also serve as a baseline for the development of Artifi-
cial / Computational Sapience (Wisdom) as new disciplines (Mayorga 2003), (May-
orga 2000a), (Mayorga 2000b), (Mayorga 1999). Here, also some important
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aspects/issues on its application to decision making/resolution, and systems design
problems are amply discussed. It is shown in (Mayorga 2000c), and (Mayorga
2000d), that this Paradigm exhibits some inherent characteristics that make it suit-
able for its application (in fact serving as a baseline for novel Paradigms) on diverse
fields such as:

� The Intelligent / Sapient (Wise) Design and Operation of a Human-Computer
Interface (Mayorga 2000c);

� The Intelligent / Sapient (Wise) Design and Motion Planning of Robot Manipu-
lators (Mayorga 2000d).

4 Paradigm

First, it is worth to notice that the proposed Paradigm (Mayorga 1999) it is:

� Based on an effect-cause relationship;
� A behavioural approach of a deterministic nature;
� Based on a Control System framework;
� Based on a stability (bounded control) principle;
� An approach that facilitates concurrent Systems Modeling and Operation.

Furthermore, it is important to point out some attributes of the Paradigm
(Mayorga 1999):

� It is a simple Local Approach;
� Considered at the Rate of Change Level;
� Based on an Inverse Functional conceptualization;
� Based on an Optimization Problem Formulation;
� Solution can be implemented by non-conventional (A.I., Soft Computing, Com-

putational Intelligence) techniques.

It is also important to mention that the proposed formulation is based on the
development of an inverse effect-causal time-variant relationship. For a given sys-
tem, at any instant of time, a set of variables in the Plant (causal state) space
establishes a unique set of variables in the Task/Performance (effect state) space.
Formally, consider a system with n Plant variables as shown in the Figure 3.

At any instant of time, denote the plant variables by ψi ≡ ψi (t); i = 1, 2, · · · , n.
Also, define the Task/Performance variables describing system tasks by a vector of
m variables y j ≡ y j(t); j = 1, 2, · · · , m. Also, let tε[to, t f ] where to and t f are the
initial and final time of the task interval; and let �m and �n be the m-dimensional
and the n-dimensional Euclidean spaces respectively. Assume that y ≡ y(t) =
[y1, y2, · · · , ym ]T ε�m and ψ ≡ ψ(t) = [ψ1, ψ2, · · · , ψn ]T ε�n can be related by a

Fig. 3 A general System
relating Plant variables to
Task variables

ψ
y
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twice continuously differentiable function (Mayorga):

y(t) = F(ψ(t)). (1)

In many applications it is more convenient to set the task variables (effect state)
to follow a desired state transition, and try to calculate the corresponding Plant vari-
ables (causal state). This implies establishing an inverse relationship from Eq. (1).
In general, this relation is nonlinear; hence an analytical inverse relationship cannot
be easily obtained. Under a local approach the problem can be treated at the inverse
functional and rate of change level. That is, the problem can be addressed in the
following indirect fashion. By differentiating Eq. (1) with respect to time, the next
equation is obtained:

ẏ(t) = J (ψ(t))ψ̇(t); (2)

where ẏ ≡ ẏ(t) = dy(t)/dt , ψ̇ ≡ ψ̇(t) = dψ(t)/dt , and

J (ψ) ≡ J (ψ(t)) = �

�ψ
F(ψ(t)), (3)

is the (m × n) Jacobian Plant matrix.
From the Eq. (2), it is possible to compute a ψ(t) plan in terms of a prescribed

state transition y (t). As shown in (Mayorga 1997), a solution in an inexact context
is given by, (Mayorga and Carrera 2004):

ψ̇ = J +
wzδ(ψ)ẏ + [I − J +

wzδ(ψ)J (ψ)]ν; (4)

where, ν is an arbitrary vector, and δ > 0; and the weighted-augmented pseudoin-
verse J +

wzδ(ψ) is given by:

J +
wzδ(ψ) = W−1 J T (ψ)[J (ψ)W−1 J T (ψ) + δZ−1]−1 (5)

= [J T (ψ)Z J (ψ) + δW ]−1 J T (ψ)Z ; (6)

where, the positive definite symmetric matrices W, Z, act as metrics to allow invari-
ance to frame reference and scaling (homogenize dimensions). Also let

Jwz ≡ Z 1/2 J (ψ)W−1/2 . (7)

Notice that if δ = 0, the expression given by Eq. (4) reduces to the exact solu-
tion. Also, as shown in Fig. 4, notice that the procedure to approximate a solution
can be represented by considering as inputs to the system the Task variables, a
“feedforward block” consisting of the computation of and approximated solution
(via the augmented-weighted pseudoinverse), and an “external block” containing
the Jacobian matrix.
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The process for approximating the Jacobian matrix, the null space vector ν

(direct functions);, and the augmented-weighted pseudoinverse matrix (inverse
function) can be performed sequentially, and/or concurrently. Furthermore, it
is this approximating process of both the direct and inverse functions, and the
means to include global aspects (in the above equations, via the computation of
the null space vector and the parameter δ), that characterize a Sapient (Wise)
system.

Now, let ‖ . ‖s represent an homogenized norm (Mayorga and Carrera
2004), (Mayorga 1998b). Consider m < n, notice that for δ = 0 in Eq. (5),
the Eq. (4) turns out to be the exact solution. The next Theorem properly estab-
lishes a finite bound on the norm of the difference between the exact and inexact
solution (Mayorga and Carrera 2004), (Mayorga 1997).

Theorem 1. Let m < n; and also let ψ̇ be generated according to an exact solution;
and ψ̇δ be generated according to an inexact solution given by Eq. (4). Also let
ẏ = J (ψ)ψ̇ , and ẏδ = J (ψ)ψ̇δ . Then, for all δ > 0,

‖ψ̇ − ψ̇δ‖s ≤ [δ/(σ̃ 2
m + δ)]‖ψ̇ − ν‖s ; (8)

‖ẏ − ẏδ‖s ≤ [δ/(σ̃ 2
m + δ)]‖ẏ‖s + σ̃1‖ν‖s ; (9)

where, σ̃1 ≡ σ1{Jwz}, and σ̃m ≡ σm{Jwz}, are the Jwz largest and smallest singular
values respectively.

Similar results can be shown for the case m ≥ n (Mayorga 1997). More rel-
evantly, similar finite bounds can be established for the case in which there is no
knowledge, or there is limited knowledge about the direct relationship between y
and ψ; that is, the Jacobian matrix is unknown, or partially known (Mayorga 1997).
For these cases the following development is considered. First, let the (m ×n)Δ(ψ)
matrix be an approximation to the Jacobian matrix J (ψ) expressed as:

Δ(ψ) = J (ψ) + ρE(ψ); (10)
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where, ρ ≥ 0 is a small scalar; and E(ψ) is an (m × n) matrix. Now, let’s drop
the index ψ in the subsequent expressions; and let W be an (n × n) positive
definite matrix. Now, let Zm be a m × m positive definite matrix, and (Mayorga
1997):

Y = ρ J W−1 ET + ρEW−1 J T + ρ2 EW−2 ET + δZ−1
m ; (11)

Z−1 = (1/δ)Y , in Eq. (7). Also, let

Δ+
wzδ = W−1ΔT [ΔW−1ΔT + δZ−1

m ]−1. (12)

Now, an approximated solution ψam can be given as follows

ψ̇m = Δ+
wzδ ẏ + [I − Δ+

wzδΔ]ν; (13)

where, ẏ is the exact task/performance vector. In the next Theorem a bound on the
difference between a conceptual exact solution and an approximated solution is
established, (Mayorga 1998b), (Mayorga 1997).

Theorem 2. Let m < n; and also let ψ̇ be generated according to an exact solu-
tion (with δ = 0 in Eq. (4)); and ψ̇m be generated according to an approximated
solution given by Eq. (13). Also let ẏ = J (ψ)ψ̇ and ẏm = J (ψ)ψ̇m . Then, for all
δ > 0,

‖ψ̇ − ψ̇m‖s ≤ [1/(σ̃ 2
m + δ)][(δ + γ1)‖ψ̇ − ν‖s + γ2‖ν‖s ]; (14)

‖ẏ − ẏm‖s ≤ [1/(σ̃ 2
m + δ)][(δ + γ1)(‖ẏ‖s + σ̃1‖ν‖s) + γ3‖ν‖s ]; (15)

where, σ̃1 ≡ σ1{Jwz}, σ̃m ≡ σm{Jwz}; γ1 = σ̃1‖E‖s , γ2 = ‖Δ‖s‖E‖s , and γ3 =
σ̃1γ2. Again, similar results can be obtained, (Mayorga 1998b), (Mayorga 1997),
for m ≥ n, or for ν = 0.

From the Eqs. (4), and (13), it can be easily observed that the solutions depend
heavily on the computation (approximation) of the pseudoinverse matrices. This
computation can be performed in a conventional (numerical) manner; or as postu-
lated here, it can also be approximated, as shown in Fig. 5, via non-conventional
techniques (N-C.T.) such as (but not limited to) ANNs, and Adaptive Inference
Systems.

The above Theorems provide the foundation of the proposed Paradigm. In
particular, the Theorems indicate that as long as the inverse (augmented-weighted
pseudoinverse matrix) function approximation is done as above, it is possible to
establish finite bounds on the error on the Task variables. Furthermore, it can be
easily observed that here approximations for both direct (Jacobian matrix, null
space vector) and inverse (augmented-weighted pseudoinverse) relationships are
properly considered. These approximations can be realized (sequentially and/or
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concurrently) utilizing conventional (numerical) techniques, and/or via non-
conventional methodologies (Mayorga 2003), (Mayorga 2000a), (Mayorga 1999).

It is important to point out once more that the (sequential and/or concurrent)
realization of the (direct and inverse) approximations constitutes a characteristic of
Sapient (Wise) Systems. Furthermore, it is also important to notice that the use of
non-conventional techniques (N-C.T.) such as ANNs and Adaptive Inference Sys-
tems, as shown in Fig. 5, has the additional feature that these techniques allow to
incorporate adaptation, learning, and inference aspects. Consequently, the Paradigm
implementation via these N-C.T. techniques, in fact constitutes a stepping stone
towards the realization of Sapient (Wise) systems.

In the Fig. 5, an N-C.T. appears explicitly in the feedforward loop to indicate
that it is mainly applied to the approximation of the (augmented-weighted) pseu-
doinverse matrix. However, also as easily an N-C.T. can utilized in the top feedback
loop, for the computation of the Jacobian matrix J and (to incorporate global charac-
teristics (Mayorga 2003), (Mayorga 2000a), (Mayorga 2000b), (Mayorga 1999))
the vector ν, as shown in Figs. 6.

An example of a Sapient (Wise) System approach is the novel procedure for
global optimization of non-linear functions using Artificial Neural Networks devel-
oped by the author (Mayorga 2002). The procedure has shown effective, for highly

Fig. 6 Non-conventional
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Fig. 7 Global Minimum of
the Peaks function
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non-linear functions with many local minima, such as the Peaks function, and the
Griewank function, (Mayorga and Arriaga 2007), (Mayorga 2002). Notice that
current conventional optimization techniques normally fail to attain the global min-
imum. As shown in the Figs. 7, 8, the proposed technique (Mayorga 2002), is
capable to obtain the global minimum for these functions, (Mayorga and Arriaga

Fig. 8 Global Minimum of the Griewank function
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2007), (Mayorga 2002). It is important to notice that in this procedure: the Jacobian
matrix (a direct function) approximation, the inverse function approximation, and
the null space vector (properly including a sufficiency condition for optimality) are
done using ANNs. Furthermore, the null space vector and the δ parameter in Eq. (5)
are utilized to make a sound decision on attaining a global optimum. That is, the null
space vector and the δ parameter facilitate the consideration of important aspects to
reach a global objective.

Notice that in this case the aspects of learning, adaptation, and sound judgment,
have been complied with. Consequently, this approach complies with the proposed
Paradigm that is illustrated in Fig. 6. Finally, it should be mentioned that this
ANN optimization technique (Mayorga 2002), compares favorably with other non-
conventional global optimization methods such as genetic algorithms and simulated
annealing techniques (Mayorga and Arriaga 2007), (Mayorga 2002).

5 Implementations

Notice that the Eq. (4) could be implemented numerically. However, the large
amount of computation required for the calculation of the pseudoinverse matrix may
be cumbersome. A simple approach, also numerical, is as follows (Mayorga 1997).
Let m < n, and suppose that at iteration i the damping factor δi , as given by a proper
scheme and the vector ν, intended for constraint compliance (Mayorga 1998b), are
available. Then, solve for φ the following system

[J (ψ)W−1 J (ψ)T + δi Z−1]φ = ẏ − J (ψ)ν, (16)

by a Gaussian elimination process that takes into account the symmetry of the matrix
as described in (Mayorga 1998b). Next, just compute ψ̇ by

ψ̇ = W−1 J (ψ)T φ + ν. (17)

This simpler approach may not yet conduce to real-time implementations. In
many applications real-time solutions are required; and/or only an estimation of
the direct function is available; and/or dedicated custom built microprocessors are
desired. For these cases, some A.I. techniques are appropriate. In particular, it is
convenient to consider (ordinary, adaptive) Fuzzy, and Neuro-Fuzzy Inference Sys-
tems that possess the additional advantages that can incorporate experts knowledge
and deal with linguistic attributes.

5.1 Artificial Neural Networks Implementation

First notice that the null space vector ν can be easily computed conventionally or
by using a properly trained ANN. In this case, the ψ1, . . . , ψn are the inputs to
the ANN, and the ν1, . . . , νn are the ANN outputs. Now, let the m < n. A direct
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approach to implement the Eq. (4) is to solve for φ the Eq. (16) utilizing a recur-
rent neural network that solves linear matrix equations such as discussed in (May-
orga 1998b). Then, just set ψ̇ as in Eq. (17). An indirect approach consists as
follows. Let an (m × m) symmetric positive definite matrix A be defined as fol-
lows

A ≡ [J (ψ)W−1 J (ψ)T + δi Z−1]. (18)

Then, train a neural net (such as a multilayered feedforward with backpropagation)
with inputs ẏ, ψ , and ν; such that

A−1[ẏ − J (ψ)ν] = φ. (19)

Then set, ψ̇ as in Eq. (17). A step by step procedure is as follows (Mayorga 1997):

(a) Specify an initial set of Plant variables ψ(to);
(b) Consider a specified task ẏ(ti);
(c) Apply ψ(ti ); and y(ti ); to a trained neural network to obtain φ(ti );
(d) Set ψ̇(ti ) as in Eq. (17);

(e) Apply a fourth-order Runge-Kutta numerical integration method to get ψ(ti+1);
(f) Set ti+1 = ti + Δt;

(g) If ti+1 = t f stop; otherwise set i = i + 1 and return to step (b).

Recently, a particular case of this approach has been successfully imple-
mented for the computation of the inverse kinematics of a redundant planar
manipulator (Mayorga and Sanongboon 2005a), (Mayorga 1998b). In this
case in order to achieve reasonable accurate results; the training data set has
to be limited to fit the desired range so that within the required range the neu-
ral net performs better. However, given the right number of training data sets
and a longer training time; a well-trained network can be developed which
exhibits generalizing ability over the entire range (Mayorga 1998b), (Mayorga
1997).

Notice that a similar approach can be followed for the case in which m ≥ n. For
the case that there is no knowledge of the Jacobian matrix J, the implementation
of a neural network to approximate an inverse function is not that straight forward.
A simple approach is to obtain an approximate estimation of the direct relationship
given by

ẏ = J (ψ)ψ̇ , (20)

by conventional methods; or by the use of other A.I. techniques. Once this estima-
tion is proved satisfactory; then it can be set as Δ, and used to train a neural net
(such as a multilayered feedforward with backpropagation) with inputs ẏ, ψ , and ν.
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Consider m < n, and also

A−1[ẏ − Δ(ψ)ν] = φ. (21)

Then set, ψ̇ as

ψ̇ = W−1ΔT (ψ)φ + ν. (22)

Then, the previous approach for J known can be easily followed.

5.2 Fuzzy, and Neuro-Fuzzy Inference Systems Implementations

Notice that for a general class of ordinary FIS the system output can be expressed
as (Mayorga 1997)

Ω = F2(α, c, u, d) = Ψo(α, c, u)u + d̄; (23)

where, Ψo is an (n × m) matrix; c and d̄ are the consequent parameters; α are the
antecedent/premise and scaling parameters; and u are the system inputs. This class
use the Eq. (23) with fixed parameters and have been successful for some Control
Problems (Jang et al 1997). However, the corresponding AFIS and CANFIS have
demonstrated a superior/better performance (Jang et al 1997).

For Control problems generally there is available a desired/reference (optimal)
solution, and an error measure is usually defined in terms of the difference between
the desired/reference output and the actual system output. This error measure is nor-
mally used by AFIS and CANFIS for Learning purposes by properly optimizing the
measure according to some parameter tuning/updating (resulting in an appropriate
shifting/shaping of the membership functions) Schemes.

However, the FIS application for Decision making/resolution problems is not
that simple, since it is not easy to justify a priori a desired nor optimal output
vector. Moreover, it is also difficult to establish a priori an output reference and an
error measure to devise schemes for proper parameter tuning/updating. Therefore,
the application of AFIS or CANFIS becomes more complicated, mainly due to the
additional trouble on defining an error measure.

For a general class of FIS a possible way to deal with the difficulty is to establish
as a target for optimization a Performance criterion, rather than an error measure.
However, this criterion should represent truly Plant performance subject to a wide
range of constraints. Thence, it is convenient to establish a performance criterion in
terms of the outputs as follows (Mayorga 1998b), (Mayorga 1997):

P(Ω(α, c, u, d̄)) = P(α, c, u, d̄). (24)
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Tuning/Updating Schemes

A typical Learning (parameter tuning/updating) Scheme, can be devised as fol-
lows (Mayorga 1998b):

Scheme I - General Tuning/Updating

� Establish a Performance Criterion P as in Eq. (24).
� Set an input u.
� Optimize the Performance Criterion, to obtain the optimal set of antecedent/premise,

scaling, and consequent parameters.
� Repeat the optimization process for a wide range of inputs u.

Another approach (Mayorga 1998b), a variant of the procedure normally used
by adaptive neural-fuzzy inference systems (Jang et al 1997), can be as follows

Scheme II - General Tuning/Updating

� Set the Performance criterion as an error measure representing the difference
between a desired/reference and the actual output expressed explicitly in terms
of the scaling, and antecedent/premise parameters.

� Fix the scaling, antecedent/premise (non-linear) parameters, and for a wide range
of inputs u get the corresponding outputs Ω . Then, get the consequent (linear)
parameters using a least squares method.

� With the obtained consequent parameters fixed, for a sequential range of
inputs optimize the Performance criterion to obtain the optimal scaling
antecedent/premise parameters.

Several other efficient Learning Schemes are derived in (Mayorga 1998b),
and (Mayorga 1997). Thus, in fact turning this FIS class into an AFIS class. In
particular, some Schemes appropriate for AFIS, and CANFIS are derived by estab-
lishing the Performance criterion in terms of truly internal states. Notice that from
Eq. (23), it immediately follows that

Ω̇ = J2(α, c, d, u)u̇ = Ψ (α, c, u)u̇; (25)

where, J2 = �F2/�u. Now, let Ω̇ ≡ ω̇ − ν; and u̇ ≡ ẏ − Jν; thence,

ω̇ − ν = Ψ (α, c, u)[ẏ − Jν]. (26)

Also, let u̇ω = J ω̇; then the next Theorem immediately follows (Mayorga
1998b), (Mayorga 1997).

Theorem 3. Consider ψ̇δ be generated according to an inexact solution given by
Eq. (4) for m < n; and let ẏδ = J ψ̇δ. Also, let the output of a fuzzy inference system
be given by Eq. (23). Also assume that

‖Ψ − J +
wzδ‖s ≤ ε. (27)
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Then, for m < n,

‖ψ̇δ − ω̇‖s ≤ εσ̃1‖ψ̇ − ν‖s ; (28)

‖ẏδ − u̇ω‖s ≤ εσ̃1[‖ẏδ‖s + σ̃1‖ν‖s ]. (29)

Where ψ̇ is an exact solution. Notice that in this Theorem there are no assumptions
on the nature of the matrix Ψ in Eq. (23). This matrix can be linear or nonlinear in
the parameters α, and or c. As long as one can establish a relationship as in Eq. (23),
the results of the Theorem remain valid for Fuzzy Inference systems other that the
Sugeno class (Jang et al 1997).

Thus, if Ψ ≈ J +
wzδ; the Eq. (25) can approximate the Eq. (4). From the matrix

difference [Ψ (α, c, u) − J +
wzδ(ψ)] a Performance criterion P(α, c, u, d̄) can be

easily established (Mayorga 1998b), (Mayorga 1997). This allows the develop-
ment of several efficient schemes/strategies for tuning/updating parameters, and
also for scaling the rules and membership functions with a validity factor and/or
importance measure (Mayorga 1998a), (Mayorga 1998b), (Mayorga 1997). It is
important to mention that similar results can be developed for m ≥ n, and for the
case that the Jacobian matrix is unknown, or partially known (Mayorga 1998a),
(Mayorga 1998b), (Mayorga 1997). Consequently, the proposed Paradigm is suit-
able for the development of effective approaches for Intelligent/Decision Control;
and particularly it is appropriate for the development of Intelligent/Wise Decision
making/resolution approaches (Mayorga 1997).

6 Performance Criteria for Systems Design/Operation

From the Eqs. (4), and (13), it can also be easily observed, (Mayorga 2005c), that
the solutions to generate plans depend heavily on the norm of the pseudoinverse
matrices expressions, which in turn depends on the rank preservation of Jwz . Fur-
thermore, as pointed out in (Mayorga 1997), the condition number of a matrix it is
also an appropriate criterion for measuring system performance.

As discused in (Mayorga 1997) it is relatively easy to define a matrix norm and
a homogenized condition number on the Plant Space. This homogenized condition
number can be utilized to measure task/performance invariant to frame reference
selection and/or scaling; and also to deal with non-homogeneous Plant dimensions.
Therefore, as shown in the next development it can also serve for optimal Plant
design.

First, recall that the (m × n) matrix Jwz(ψ(t)) is the weighted Jacobian matrix at
any tε[to, t f ] given by Eq. (7). Now, notice that it is relatively easy to show that

‖J‖s ≡ ‖Jwz‖2 ≡ ‖Z 1/2 J (ψ)W−1/2‖2. (30)

Then, the next Proposition easily follows (Mayorga 1997).
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Proposition 1 Let σ̃1 ≡ σ1{Jwz}, and σ̃m ≡ σm{Jwz}, be the largest and smallest
singular values of the matrix [Jwz] respectively. Then, a homogenized condition
number can be given by:

κs ≡ ‖J‖s‖J +‖s = σ̃1/σ̃m . (31)

Notice that in general it is quite difficult to express explicitly the condition num-
ber; then, its direct use for systems design is limited. Still, it can be used for design
analysis/optimization by considering the Eq. (31) and performing an extensive
simulation on the entire Task space. A better performance index can be developed
by considering instead an upper bound on the condition number. From Eq. (31) it is
relatively easy to show the following Proposition.

Proposition 2 Let σ̃1, and σ̃m, be as in Proposition 1; then, an upper bound for the
condition number is given by:

κs(ψ) ≡ σ̃1(ψ)/σ̃m (ψ) ≤ ‖ Jwz(ψ) ‖m
F /λ1/2(ψ); (32)

where, λ(ψ) = det[Jwz(ψ)J T
wz(ψ)]; and ‖.‖F stands for the Frobenius norm.

Due to the difficulty on expressing explicitly λ(ψ); for general cases this upper
bound on the condition number can not be easily expressed explicitly either. How-
ever, it is useful for those cases (m = 2, 3) in which it is relatively easy to express
explicitly λ(ψ).

The above, illustrates the need to develop performance indices that can be easily
expressed explicitly for general cases. For this purpose the following Proposition
and Theorems have been developed. Notice that it can be easily shown that:

Proposition 3 Let σ̃1, . . . . , σ̃m, be as above; and σiso > 0. Then, the singular val-
ues are equal to the same value; that is, σ̃1 =, . . . . ,= σ̃m = σiso; if and only if

Jwz J T
wz = σ 2

iso I. (33)

Furthermore, in this case, κs = 1.

Notice that σiso is the isotropic value of the singular values; that σiso is in fact a
function of ψ . and that the Eq. (33) represents the so-called isotropic condition of a
matrix; Next, the following Theorem can be easily shown.

Theorem 4. Consider the weighted matrix Jwz as given in Eq. (7). Then, an upper
bound for the rate of change of its homogenized isotropic value is given by:

˙σiso ≤ β

m∑

i=1

n∑

j=1

|Jwz(i, j)| |
n∑

k=1

�Jwz(i, j)/�ψk |; (34)
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where β = [l/
√

m‖Jwz‖F ]; and l = |ψ̇ |max , and Jwz(i, j) are the elements (i, j) of
the matrix Jwz .

The Proposition 3 and Theorem 4, permit to develop performances criteria that
can be easily expressed on explicit form and used for systems design. Some other
criteria that can be also expressed in explicit form can be developed as shown next.
Now, let’s define

J̄ (ψ(ti ), ψ̇(ti ), ψ̈(ti )) ≡ J̇(ψ(ti ), ψ̇(ti ))Δt (35)

+(1/2) J̈(ψ(ti ), ψ̇(ti ), ψ̈(ti ))Δt2

+O(Δt3);

where
J̇(ψ(ti ), ψ̇(ti )) = d[J (ψ(ti ))]/dt; (36)

and O(Δt3) is an (m × n) matrix of third order terms. Notice that for tiε[to, t f ]

J (ψ(ti+1)) = J (ψ(ti )) + J̄(ψ(ti ), ψ̇(ti ), ψ̈(ti)). (37)

Now for convenience, let’s drop the index ti in the subsequent expressions. It can
be easily shown that an upper bound for J̄ (ψ(ti ), ψ̇(ti ), ψ̈(ti )) is given by:

‖ J̄ (ψ, ψ̇, ψ̈)‖s ≤ ζ (η + ξ); (38)

where

η ≡ Δt
n∑

j=1

{‖ Ĵ j ‖s +Δt(ζa/2ζ ) ‖ Ĵ j ‖s}, (39)

ξ ≡ (ζΔt2/2)
n∑

j=1

n∑

k=1

‖ J̆ jk ‖s+ ‖ O(Δt3) ‖s . (40)

where Ĵ j ≡ Ĵ j (ψ) ≡ �J (ψ)/�ψ j ; J̆ jk ≡ � Ĵ j/�ψk ; j, k,= 1, 2, . . . , n; and ζ =
max | ψ̇ j |s ; j = 1, 2, . . . n; and ζa = max | ψ̈k |s ; k = 1, 2, ..., n. Notice
that ζ can be considered arbitrary, and that ζΔt ≈ Δψmax ≡ max | Δψ j |s ; j =
1, 2, ..., n. Also notice that the η, and ξ are dimensionless.

Now, let’s consider an upper bound (in terms of η, and ξ ) for the condition num-
ber of the Jacobian matrix at a given Plant configuration ψ(ti ) as follows:

� (ψ(ti )) ≡‖ J (ψ(ti )) ‖s /ζ (η + ξ). (41)

The next Theorem states that such an upper bound constitutes a sufficiency condition
for the preservation of the rank of the Jacobian matrix at ψ(ti+1) (Mayorga 1997).
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Theorem 5. Let m ≤ n; η, and ξ as in Eqs. (39), and (40); and � as in Eq. (41).
Also, suppose that at tiε[to, t f ], Rank{J (ψ(ti ))} = m. If the condition number κs is
bounded as follows

κs(ψ(ti )) < � (ψ(ti )). (42)

Then, Rank{J (ψ(ti+1))} = m.

Now, notice that (η + ξ) ≤ (ηF + ξF ); where, ηF and ξF are similar to Eqs. (39),
and (40) respectively, with ‖ Z 1/2 Ĵ j W−(1/2) ‖F , and ‖ Z 1/2 J̆ jk W−(1/2) ‖F instead
of their corresponding expressions ‖.‖s The next Corollary states that such an upper
bound in terms of ηF and ξF constitutes a sufficiency condition for the preservation
of the rank of the Jacobian matrix at ψ(ti+1).

Corollary 1 Let m ≤ n; ηF , and ξF , as above. Also, suppose that at tiε[to, t f ],
Rank{J (ψ(ti ))} = m. If

ζ (ηF + ξF)‖J +
wz(ψ(ti ))‖F < 1. (43)

Then, Rank{J (ψ(ti+1))} = m.

Thence, according to Corollary 1, a sufficiency condition to preserve the Rank of
the Jacobian matrix, is that the condition given by Ineq. (43) must hold. Therefore,
a low value of ηF +ξF will indicate some space neighborhoods where the Ineq. (43)
can be satisfied in an easy manner to preserve the Rank of the Jacobian matrix. Now,
notice that the Ineq. (43) can be expressed as

ζ (‖J +
wz(ψ(ti ))‖F ) < 1/(ηF + ξF ). (44)

Also, notice that for states near singularities, ‖J +(ψ(ti ))‖F and the variables ψ̇ take
very large values; whereas, far from singular states they take small values. Hence,
the value 1/(ηF + ξF) sets a proper upper bound on ζ (‖J +

wz(ψ(ti ))‖F ) and serves
to monitor it and ensure the Rank preservation. Then, this upper bound can be used
in some way (to indicate space neighborhoods far from singularities) to establish a
proper criteria for system performance.

7 Sapient Systems Design & Operation

Notice that the main objective for Plant design is to ensure that the matrix Jwz

preserves its rank and that is well conditioned on a specific region; that is, that
‖J +

wzδ‖s (for δ → 0), remains bounded in that region, (Mayorga 2005c). One of the
main obstacles on developing simple and general procedures for Plant design is the
inherent difficulty to find an explicit expression for J +

wzδ. This explains the merit of
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a design procedure based on Ineq. (34), Ineq. (41), or Ineq (44), since the procedure
relies on explicit expressions.

A conventional Plant Design procedure based on Ineq. (34), Ineq. (41), and
Ineq. (44), involves a trial and error process consisting of solving a series of opti-
mization problems. The optimization procedure normally involves formulating a
constrained nonlinear programming problem which considers properly any of the
above performance criteria as an objective function and subject to some parameter
constraints.

7.1 Use of Proposition 3 and Theorem 4
The Proposition 3 and Theorem 4 can be the basis for systems design optimization.
In particular, the isotropy condition given by Eq. (33), or the upper bound given
by Ineq. (34) can be used alone or in conjunction. In this case, a proper objec-
tive function can be defined only in terms of ‖Jwz(ψ)J T

wx(ψ) − σ 2
iso(ψ)I‖2

F ,
or on the upper bound given by Ineq. (34); or by properly combining both
expressions.

7.2 Use of Theorem 5
Since the condition number κs(ψ) is a continuous function, the minimum of the
upper bound given by Ineq. (41) besides ensuring the rank preservation; implies
a Δψmax neighborhood, around the optimal set of Plant parameters, yielding a
condition number with the smallest upper bound. Notice that this upper bound is
a nonlinear function which may have several local minima. Consequently, a sim-
ple and sensible strategy to find this neighborhood, for an assigned Δψmax , is to
minimize the upper bound given by Eq. (41) to obtain a set of optimal parameters
and/or Plant variables values. Next, using these values the condition number of the
Jacobian matrix is evaluated. If the resultant condition number satisfies Ineq. (42),
then in a neighborhood the rank is preserved and the condition number is bounded.
If the resultant condition number does not satisfy it, then the optimization process
is repeated with a different set of initial values, until a satisfactory solution is found.
Here, it has been implicitly assumed that the Plant parameters are invariant with
respect to time. A similar overall development can also performed for the case that
these parameters vary with respect to time. In this case, it will be also necessary to
take into account in the Eqs. (17)–Eq. (41) the proper (rates of change) expressions
corresponding to the parameter variations.

7.3 Use of Corollary 1
Now, from Ineq. (43) it is desirable to have a low value for ηF + ξF ; whereas from
Ineq. (44) the value 1/(ηF + ξF) sets an upper bound for Rank preservation which
it is also desirable to be low. Thence, is quite reasonable to combine these two
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conditions to make up a simple performance criterion for rank preservation. This
criterion (in terms of ηF and ξF ) can considered as an objective function in the
formulation of the constrained nonlinear programming problem.

7.4 Non-conventional Techniques Issues
It is important to notice that the above Propositions, Theorems, and Corollary have
been developed assuming that the weighted Jacobian matrix Jwz is available. How-
ever, their use remains valid in the case that an approximation (by conventional
or non-conventional -ANNs, AFIS, CANFIS- techniques) to the weighted Jacobian
matrix is considered.

Moreover, as previously mentioned, for Inference Systems the Eq. (25) also pro-
vides the means to establish a simple explicit expression that can serve to develop a
non-conventional approach for Plant design. Notice that in this case it is desired that
Ψ ≈ J +

wzδ; and that Ψ can be expressed explicitly in terms of antecedent/premise,
scaling, and consequent parameters. Furthermore, in this case a proper norm of
the matrix Ψ can be easily expressed explicitly in terms of the system parame-
ters. That is, it is desired to optimize the norm (objective function) subject to some
constraints in the antecedent/premise, scaling, and consequent parameters (May-
orga 2000a), (Mayorga 1997). Based on this observation the author (Mayorga
1998a), (Mayorga 1998b), (Mayorga 1997), has devised several strategies (opti-
mization schemes) for Intelligent & Sapient (Mayorga 2000a), (Mayorga 2000b),
Plant Design and Operation.

8 Pertinent Observations

The Paradigm presented here (Mayorga 2000a), (Mayorga 2000b), (May-
orga 1999), has been conceived for Intelligent/Wise Decision/Control (Mayorga
1998b), (Mayorga 1998b), (Mayorga 1997). Here, as in (Mayorga 2000c), (May-
orga 1998c), (Mayorga 1997), it is shown that this Paradigm constitutes a novel
and general Framework and exhibits some inherent characteristics that make it
suitable for its application to the Intelligent/Wise design and operation of a Human-
Computer interface (Mayorga 2000c).

Some areas of System Design constitute an important class overlapping with the
Decision making/resolution field. Therefore, the proposed Paradigm is also appro-
priate for the development of effective approaches for these areas. Normally, the
optimal design of systems deals with a large number of aspects and issues of a
diverse nature. Also, besides dealing with inherent technological aspects, it requires
to consider some subjective aspects. Hence, the direct use of conventional tech-
niques may conduce to ineffective design of systems.

It is well known that some non-conventional (A.I., Soft Computing, Computa-
tional Intelligence) techniques have the capability to deal with linguistic attributes,
as well as to incorporate human expert knowledge, and perform high level reasoning
and inference. These properties entail the capability to deal with subjective issues;
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thence, they are of great relevance for the design of systems. These facts lead to
consider these techniques, under the proposed Paradigm, as candidates to be used
for the design of systems. In particular, to point out the versatility of the Paradigm,
the author has proposed the application of these techniques for the Intelligent
Design and Interaction of a Human-Computer Interface (Mayorga 2000c), (May-
orga 1998c), (Mayorga 1997).

9 Conclusions

In this Chapter a Paradigm that can contribute with some essential aspects to
establish a baseline for the development of Artificial / Computational Sapience
(Wisdom) as new disciplines has been presented. It is demonstrated here that,
under the proposed Paradigm, the development of Artificial / Computational Sapi-
ence (Wisdom) methodologies can be accomplished as a natural extension of
some non-conventional (Soft Computing and Artificial / Computational Intelli-
gence) approaches. Furthermore, it is also demonstrated here that the Paradigm
serves as a general framework for the development of Sapient (Wise) Systems and
MetaBots (Mayorga 1999).

The proposed Paradigm constitutes (from a Cybernetics and Systems point of
view) a Framework which conduces to results which are theoretically justifiable. It
has been shown that under the proposed Paradigm:
� Artificial Neural Networks;
� Fuzzy Inference Systems; or
� Coactive Neuro-Fuzzy Inference Systems;

can be effectively used to approximate inverse functions at the rate of change level,
in a bounded and stable manner. It is also demonstrated that the proposed Paradigm
permits to develop simple but efficient Learning Schemes (updating/tuning of
antecedent/consequent parameters) for a general class of Fuzzy Inference Systems
(in fact becoming Adaptive); and also for Coactive Neuro-Fuzzy Inference Systems.

In this Chapter also several performance criteria for the proper Design and Opera-
tion of Intelligent and Sapient (Wise) Systems are presented. These criteria are based
on establishing proper bounds on some characterizing matrices having a prominent
role on the performance of Intelligent and Sapient (Wise) Systems. In particular,
here it is shown that from these characterizing matrices it is possible to establish:

(a) an upper bound on a homogenized condition number;

(b) a generalization of an isotropy condition;

(c) a rate of change of a generalized isotropy condition; and,

(d) a proper bound on the rate of change of the Jacobian matrix.

As discussed here, these criteria can be used for design analysis and optimization as
well for determining the best regions for systems operation.
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Although the proposed Paradigm has been conceived mainly for Control or
Decision problems; here, also some important aspects/issues on its application to
decision making/resolution, and systems design and operation problems are amply
discussed.
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Bi-Sapient Structures for Intelligent Control

Ron Cottam, Willy Ranson, and Roger Vounckx

Abstract The control of autonomous systems requires provision of at least a syn-
thetic form of intelligence or sapience. While descriptions of these are common,
there is no current model which relates their definitions to the physical structure of
an information-processing system. Sapience is a direct result of hierarchical struc-
ture. In this chapter we describe the self-consistent general model of a birational
hierarchy, and associate data, information, understanding, sapience and wisdom
with aspects of its constitution. In a birational hierarchy there are two sapiences,
one associated with each hyperscalar correlation, and their interactions support the
most general information-processing relationship – wisdom. One and the same gen-
eral model applies both to material structure and information-processing structure:
the brain is the unique example of material-structural and information-processing-
structural correspondence. We attribute the stabilization of dynamic self-observation
to anticipative stasis neglect, and propose that neuron mirroring provides a use-
ful metaphor for all of the brain’s information-processing, including the bi-sapient
interactions which generate auto-empathy. We conclude that hyperscalar bi-sapience
is responsible for Metzinger’s ‘illusory self’, for Theory of Self, presence transfer,
and Theory of Mind, and indicate how multiscalar access from within hyperscale
provides a massive advantage in promoting survival.

1 Introduction

Sapience is a direct result of hierarchical structure.
Formal information-processing systems operate mono-rationally and presume

temporal completion: living systems do not. Living systems are functionally hier-
archical; formal information-processing systems are not, although they may often
appear to be so (Cottam, Ranson, and Vounckx 2003a). Living systems can achieve
sapience: others cannot. Formal processors consist of predictable elements at every
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level of their organization: living organisms most ably demonstrate that the most
resilient stable systems can be constructed from nominally unstable elements. For-
mal information-processing systems may be able to provide enough processing
power for an aware entity to survive in a restrictedly hostile unaware environment,
but it will certainly not be sufficient to guarantee survival in the multiply aware envi-
ronment of a biological ecosystem. Life is, and must be, the most relevant paradigm
for sapience.

The biggest blockage in synthesizing high-level sapient processors is the for-
mally mono-rational sequential nature of current hardware (Cottam, Ranson and
Vounckx 1999a). Large processing systems run up against the capacitive and rel-
ativistic capping of communication speed. It is the spatial information-processing
density which must be maximized, and not simply the quantity of processing
(Cottam, Ranson, and Vounckx 1998). This is why the distinction between formal
complication and natural complexity is so important. Rationally constructed and
operating computational machines can exhibit extremely complicated behavior, but
their information-processing density is irrevocably coupled to the physical size of
their individual processing elements. Complex living systems are not automatically
subject to the same limitation, and they can explore their phase spaces and generate
new information in a manner which is more related to their characteristic Lyapounov
exponents than to their characteristic elemental size (Cottam, Ranson and Vounckx
2004).

(Conventional) Boolean logic gates throw away the physical component of in-
formation and reformulate it from their power supply: this approach corresponds
conceptually to the reductive destruction of information, whose re-use requires resti-
tution from pre-established non-local memory: this does nothing to aid the rapid
processing of large volumes of data. The extension of mono-rational sequential pro-
cessing into its parallel counterpart does not change this – formal parallel processing
systems are sequential in everything other than name. Formal parallel processing
implements sequentially:

1. separation of a process into independent threads,
2. separate processing of those threads, and
3. formal reassembly of the thread outcomes.

True parallelism exploits continuous simultaneous interaction and separation of
its different threads, in the manner of a quantum interaction rather than that of a
linear superposition. In the world of computers, hardware/ software co-designed
concur-rent processors are closing in on this ideal, but they fall far short because of
their restriction to Boolean logic.

Formal information-processing systems are by their very nature and construction
single-leveled: change in the bit output of a single (low-level) gate can of necessity
influence directly a (high-level) decision output. Consequently, ‘everyone has to
wait until the smallest guy has done his job!’ Thus – the imposition of maximal clock
speeds for processors, which define how fast you can run them while still being
absolutely certain that there is no discrepancy across organizational levels. Biolog-
ical systems, however, have evolved to satisfy a major requirement of survival: it
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must not be necessary to wait for each and every bodily cell to react before jumping
out of the way of a speeding train! (a classic case of this is the cortex-bypassing
fear-learning pathway through the amygdala in our own brains – LeDoux 1992).
This is the central meaning of hierarchy: massively complex systems are provided
with multiply-scaled adaptable reactions and choice in the face of diverse stimuli,
and in doing so they provide a substrate for multiply-leveled information-processing
and integration – the basis for sapience.

2 Hierarchy and Birationality

Evolution demands that expanding systems split into functional sub-units in a sen-
sibly integrated manner, if they are to persist. The materialization of a higher-level
single organization from a lower-level multiply populated one is most popularly
characterized as the emergence of novelty at the higher level. The vast majority of
their relationships, however, depend on the cross-level transport of order, and not on
novelty (Cottam et al. 2003a). Systems which are stable are precisely that – stable.
The transport of order between system levels freezes a multilevel structure into a
quasi-permanent form. Stability is not an ‘added value’ which can be obtained from
multilevel structuring; it is its very nature.

An organism’s information-processing structure is often described as a
perception-action or sensori-motor loop, but natural hierarchical information-
processing structures do not necessarily rely on loop-like architectures, although
they may indeed use these at a motor control level. A more useful paradigm is that
of an irreversible process, which may indeed be modeled to some (small) extent as
a loop, but only by dropping out fundamental intimacy-of-interaction between the
different operational directions. Simplistically, rather than ‘sense → perceive →
act’, which is formulated from individually formally-modelable ‘sense’, ‘perceive’
and ‘act’ modules, somehow tied together, it makes far more sense to concentrate on
the two tying-together ‘→’ processes, whose interaction is principal. The question
is not primarily one of ‘constructing knowledge out of information’, but one of
‘propagating information through knowledge’ (Langloh, Cottam, Vounckx and
Cornelis 1993) as a way of modifying it.

The two most common hierarchical forms which are used in modeling natural
and social systems are those of the ‘scalar’ hierarchy and the ‘specification’ hierar-
chy (Salthe 1993). A scalar hierarchy consists of recognizable levels of different
sizes of elements, for example, atoms, through molecules, bio-molecules, cells,
organs and organisms to societies. A specification hierarchy, on the other hand,
consists of different overlaid levels of description of the same entity, for example
we can simultaneously describe our environment at the physico-chemical level,
at the biological level, and at the social level. Neither of these two hierarchical
descriptions captures sufficiently the character of a natural system, however, and
we believe that a better solution is to use a ‘model’ hierarchy (Langloh et al. 1993),
where different hierarchical levels correspond to different scalar perceptions of the
same entity. For example, we could imagine describing ‘a tree as atoms’, ‘a tree as
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molecules’, ‘a tree as cells’, ‘a tree as branches’ and ‘a tree as itself’. This provides
an extremely powerful representation for naturally self-coherent integrated systems,
where the various levels must not only be independently self-sufficient, but each
of them must be correlated with all the other levels: a ‘tree as branches’ must be
consistent with the same ‘tree as atoms’.

Figure 1 illustrates the most general form of a model hierarchy (Cottam, Ranson
and Vounckx 2000). The various perceptional levels are those indicated as ‘Newto-
nian potential wells’, and they are coupled by regions of extreme complexity. The
simplest representation (for example ‘a tree as itself’) is at the right hand side of
the assembly; the most complicated representation is towards the left hand side (for
example, ‘a tree as atoms’).

The appearance of nonlocality at the extreme left hand side of the figure cor-
responds to the nonlocal nature of the most complicated formal model of ‘a tree’,
namely the (or a) quantum mechanical one. The reader should note, however,
that the extension of conventional quantum mechanics to large systems leads to
a breakdown in the logical completeness of the description (Antoniou 1995): this
corresponds to the transit of at least one of the complex transition regions illustrated
in Fig. 1).

Hierarchical systems, then, are assemblies of different levels of organization
which are more-or-less tied together in ways which simultaneously promote level
isolation and level integration: their overall correlation is one of context and tempo-
rally dependent negotiated compromise, and not one of formal relationships. How-
ever, this cross-scale correlation itself makes up the defining unity of the system:
it is as much a system property as are the operational parameters of the smallest
constructional element.

Fig. 1 A general model-hierarchical representation between nonlocality and localization
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True hierarchical systems of the kind illustrated in Fig. 1 can be decomposed
into two quasi-independent mono-rational hierarchies (Cottam et al. 2003a), one
consisting of the more usually noticed scaled levels, the other consisting of the
complex inter-level negotiation/transition regions (see Fig. 2). In a world where
Newtonian physics provides a good approximation across a wide range of scales,
the former consists of a set of Newtonian potential wells (Cottam et al. 1999a),
which is reductive in terms of local level description towards the highest level. The
latter then consists of the set of inter-Newtonian-level quantum-entanglement-like
regions (Cottam, Ranson and Vounckx 2003b), each of which provides a ratio-
nal ecosystem for its adjacent Newtonian level (Cottam, Ranson and Vounckx
1999b), and this set is reductive towards nonlocality (Cottam, Ranson, and Vounckx
1997). The complementarity of the two hierarchies is functionally symmetrical: the
quantum-like system provides a rational ecosystem for the Newtonian one; the New-
tonian system provides a rational ecosystem for the quantum-like one (see Fig. 3).
Newtonian and quantum mechanical descriptions are not parallel scale-related
physical models, they are complementary representations of our surroundings
(Cottam et al. 2003b).

The cross-scale correlation of levels in the (more normal) Newtonian system
is mirrored by a cross-scale correlation of levels in the complex quantum-like
one (Cottam et al. 2003a), whose nature is again a fundamental system property.
These two hyperscalar correlations each provide ultra-high level entity-ecosystemic
exchanges, much as we ourselves use each of logic and emotion to resolve the
others’ decision-making dead-ends (Cottam et al. 2003a). As each of the hyperscalar
systems builds from the bottom up it generates levels which are progressively more
and more abstract and general. (see Fig. 4). The first, more concrete hyperscalar
levels are extremely complex, as their characteristics relate to all the different scales
of the system they represent, and they are closely coupled to their complementary
partners.

As higher levels develop, the complementary hyperscales progressively separate
to achieve two completely different characters. One of the two hyperscalar systems
corresponds to ‘information which is accessible at specific scales of the global sys-
tem’ (i.e. ‘normal’ system models); the other corresponds to ‘information which
is inaccessible at specific scales, but which complements that which is accessi-
ble’ (Cottam et al. 2003b) (i.e. ‘hidden variables’ which promote transit between

Fig. 2 Decomposition of the generalized model-hierarchical representation into two
complementarily-rational representational assemblies. The ‘normal’ assembly is reductive
towards localization; the ‘complementary’ system is reductive towards nonlocality
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Fig. 3 Pairing of the scaled Newtonian-wells with their co-scaled complex precursor layers

different modeling levels). The hyperscalar complementarity may be crudely com-
pared to the Freudian proposition of the ‘conscious’ and ‘unconscious’ parts of the
human psyche. Segregation of them fuels the generation of fluctuating asymmetries
in the inter-scalar negotiations, much as our desires fuel our own beliefs and actions
through the generation of conscious-unconscious asymmetries.

Surprisingly, inorganic systems can develop very restricted materializations of
hierarchical character: even single crystals of the electronics-important zinc blende
structure materials (diamond, Ge, Si, GaAs, InSb, HgTe, . . . ) show cross-scale
in-formation transport which does not precisely match the spatial symmetry of
the lattice structure (Cottam et al. 2003a). However, the informational differences

Fig. 4 Illustration of the progressive decoupling of the complementary hyperscale hierarchies
with abstraction
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between small and large scales of crystals remain minimal, and although higher
organizational levels may be marginally different from lower ones there is a high
degree of self-similarity across scales. Living systems, on the other hand, expand
to far greater system complication, segregate into more numerous organizational
levels, and the closure of a specific level with respect to its neighbors is characteristi-
cally more complete. A consequence is that living systems are capable of generating
extraordinary richness in their highest levels of their organization. It is also notable
that, while the higher levels of an inorganic system remain extremely ‘physical’ in
Nature, those of a living system are far less tangible. Our own society of individuals
is a case in point.

3 Data and Information – Understanding and Knowledge

Information may be described as “a difference which makes a difference”
(Bateson 1972); that is to say it has some meaning within some context. Data,
on the other hand, may be described as lacking a context within which to make a
difference. We associate data with the individual levels of a hierarchy – whether
Newtonian or quantal levels, whether entity or ecosystemic levels – and information
with the coupling between a pair of levels (as illustrated in Fig. 3), where data (as
the description of an ‘entity’) exchanges contextual meaning with its ecosystemic
partner.

Knowledge is a difficult beast to get hold of. It, too, is certainly context-
dependent, and more so than information. It is easier to begin by representing
understanding, as an approach to knowledge, rather than tackling it head on. The
commonly used sense of understanding something suggests that we are aware not
only of how it is ‘made up’ from its constituents, whether physical or abstract, but
also how it fits into a wider picture: it implies some degree of awareness of both
sub-scale and super-scale. In its extreme form it corresponds to a state of hyperscalar
awareness, or a process of arriving at that state (Cottam, Ranson, Vounckx 2007b).
We deduce that understanding in a model-hierarchy may be simplistically associated
at the very least with a combination of the relevantly-scaled representation with its
nearest lower-scale and nearest higher-scale neighbors. Fig. 5 illustrates this. More
realistically, we would expect understanding to involve at least the correlation of the
three associated ecosystemic pairs, and not of just the Newtonian wells. Knowledge,
then, is different from information in the extended nature of its contextual validity
or relevance. As such, as many authors maintain, knowledge is a higher-level repre-
sentation than information, but it cannot be simply ‘extracted’ from information per
se, as its contextuality is birational.

Our main interest here is not particularly the nature of data, information and
knowledge, but more specifically the manner in which they may be obtained.
In a multiscalar system we must first of all focus on the way a collection of infor-
mation at one scalar level can give rise to its compilation at another. This phe-
nomenon, mysteriously described as ‘emergence’, and often wrongly referred to
as ‘self-organization’, identifies intelligence (Cottam, Ranson and Vounckx 2003c).
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Fig. 5 Illustration of the simplistic representation of “understanding” in a model-hierarchy

Intelligence is the capacity for successful1 scale change. If that were all there is,
we would now be finished, but the reader should note that we did not here refer to
a specific kind of multiscalar system. If we now restrict ourselves to natural hier-
archical systems, and even more specifically to living systems, then further capac-
ities appear. The capacity to cross-correlate all the scales of a natural multiscalar
system characterizes sapience (Cottam et al. 2003c). These simplistic definitions
of intelligence and sapience, therefore, correspond to the lowest and highest com-
putational capabilities which may be required within a single natural multiscalar
system, and they constitute the boundaries of a wide continuous range of processing
styles.

The last line of a paragraph should never start a new page. Neither should a new
paragraph start at the bottom of a page. Optimally, there should be at least three
lines before a page break occurs or three lines of text on a new page before a new
section appears. Minimally, there should be two lines. Improving the look of a page
can often be achieved easily by rewording a sentence or two.

But we have left aside the birational nature we earlier attributed to natural sys-
tems: there will not be just one hierarchy, but two intercommunicating ones! Each
of them will exhibit its own version of ‘intelligence’, and each its own version
of ‘sapience’. Correlation across a small number of scalar levels of the Newto-
nian hierarchy corresponds to ‘logical’ intelligence; its complement across a small
number of complex scalar levels may best be described as ‘emotional’ intelligence
(Matthews, Zeidner and Roberts 2004). There will similarly be two different forms
of sapience, one ‘logical’, one ‘emotional’ in character. But we should not forget
that the two nominally separate hierarchies are intimately entwined with each other:
these dualities of intelligence and sapience are most certainly not mutually isolated,
and they are all coupled into the fundamental character of their host’s hyperscale
as a final, high-level, now for the first time singular capacity, which we refer to
as wisdom.

1 The authors are well aware that a definition of intelligence in terms of the contextually-dependent
‘successful’ generates as many question-marks as it removes, but for the present we will leave this
sentence as it stands.
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4 Sapience and Life

So, where does all this leave us? Can we directly couple conclusions drawn from
an abstract general model to the manner in which we think and act? Although we
maintained earlier that life must be the most relevant paradigm for sapience, until
now the picture we have drawn makes little reference to life itself. If we continue
to accept that living and non-living entities are fundamentally different, this must
naturally result in some degree of confusion!

We consider it unreasonable to presuppose that alive and not alive are categor-
ically different without knowing what it is that makes life special. Consequently,
in the absence of a scientific distinction, we will begin by supposing that the gen-
erally observable difference between alive and not alive results only from as-yet
unevaluated features of an entity’s constitution or its context. Robert Rosen (1991)
has correspondingly suggested that life depends on the relationships between an
entity’s constituent parts, rather than on the parts themselves. This is an attractive
distinction, as it also correlates well with differences we observe between living
entities and dead ones. We have indicated elsewhere that hierarchy is a basic pre-
requisite for life (Cottam, Ranson and Vounckx 2005), and that a living entity is
its hyperscalar representation (Cottam, Ranson and Vounckx 2006a). Close exam-
ination of Rosen’s (1991) model of an organism reveals that it is the monoscalar
contraction of a naturally hyperscalar entity (Cottam, Ranson, and Vounckx 2006b;
Cottam, Ranson and Vounckx 2007a). Terrence Deacon (1997) has suggested that
being alive is what it feels like to be evolution happening. In the light of Charles
Peirce’s (1998) self-consistent semiotic description of Nature, we believe that life is
the dynamic interrelational maintenance of an evolving hyperscalar semiosic archi-
tecture (Cottam et al. 2000).

Intelligence may be said to be “the ability of a system to adapt its behavior
to meet its goals in a range of environments” (Fogel 2002). Sapience goes much
further than this, in its wide ranging considerations and cross-scale harmonizing
and resolution of conflicting goals, causes and effects. We propose that sapience
is a fundamental system property, but one which only manifests itself within sys-
tems whose hierarchical structure is sufficiently complex for hyperscalar interac-
tions to be able to dominate the crude automatisms of inter-scalar slaving (Haken
1984), namely within living systems. Ultimately, we would associate wisdom with
integrative access to the complete birational assembly illustrated in Fig. 5, but it
is necessarily instantaneously inaccessible in its entirety with precision from any
scale - a result of the relativistic limitation of communication speed (Langloh et al.
1993). The hyperscalar levels indicated in Fig. 4 are indeed ‘integrations’ of the
entire scalar assembly, but they are also imprecise in the same way that reproductive
definition of a small region of a complete hologram is limited.

Sapience is more dependent on the long-term integration of experience and
its resulting multiscalar bias than on the immediacy of local algorithmic manipu-
lation. There is a trade-off between descriptive precision and ease-of-description
towards the higher hyperscalar levels (at the top of Fig. 4), as there is towards the
higher scalar levels (at the right hand side of Fig. 1, for example). In the way that
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Aristotelian final cause (Aristoteles 1857) in a hierarchy may be said to appear in a
multiplicity of differently scaled and more or less self-consistent or definable forms,
so it is for sapience. Integration of a wide range of different information or knowl-
edge may well provide a generally applicable representation, but it will be one which
is vague in its direct applicability. Integration across a narrow range of information
or knowledge, on the other hand, may provide a relatively precise generalization,
but it may catastrophically collapse following minor changes in application context.

There is some evidence that a major function of sleep is this integration of oth-
erwise disparate informational elements into a ‘bigger picture’ (Ellenbogen, Hu,
Payne, Titone and Walker 2007). Experimentation shows that electrical signals gen-
erated during the periods of deepest sleep evidence a degree of phase coherence
across the complete neural assembly. Cottam et al. (1997) have pointed out that
electrical phase coherence between different entities is evidence of a high degree
of communication, and they suggest that the extended integration of information
required for establishment of correlatory sapience takes place during the periods of
deepest sleep. The conventional engineering approach to digital software module
relocation or re-linking is to first take the machine off-line, perform the necessary
maintenance, and then carry out simulations of normal operation in a ‘close-to-real-
conditions’ but still-off-line environment. This makes it possible to safely evaluate
the effects of reprogramming, to see if it successfully resolves known problems
without creating new and possibly worse ones. Are dreams equivalent to computa-
tional re-correlation testing by simulation? It is difficult to be certain, but dreams do
appear during the periods of lightest sleep as evidenced by experimentation into
rapid eye-movement (REM) sleep, when the brain is close to “normal” localiz-
ing consciousness and the muscles are in a paralytic ‘off-line’ state. And between
repeated dream periods the brain does apparently descend to a more phase-coherent
and therefore more nonlocal state.

Sapience is a direct result of hierarchical structure, and it manifests itself as an
aspect of life: true wisdom includes and can access all possible levels and degrees
of integration, but only to the extent that this is feasible in a self-correlating model
hierarchy.

5 Humble Unification and Neural Ecosystemics

The last few decades have witnessed great progress towards the establishment of a
physical unified field theory through experimentation at smaller and smaller spatial
scales and at higher and higher energies. The most well-known version of such
a model is usually referred to as the Grand Unified Theory – or GUT. Unfortu-
nately, as the reader will be aware from the pages of this chapter, any attempt at
systemic unification must take account of the effects of scale, and most particularly
the difficulties inherent in inter-correlating differently scaled models of the same
system. GUT attempts to reductively simplify the structure of Nature to its smallest
constituent elements and representative fields, and then integrate these into a single
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model, but the manner in which such a subdivided Nature may be reassembled into
the complex variety of our surroundings is absent from its considerations.

The descriptions presented in this chapter are all based on what could be
referred to as Humble Unified Theory (Cottam, Langloh, Ranson and Cottam
1995) – or HUT – where account is indeed taken of the problems associated with
locally-rational inter-scalar transit. The resulting birational HUT representation is
applicable ‘from the bottom up’ to the description of systemic-level ‘emergence’,
and consequently it provides a valid modeling basis for multiscalar ecosystemic
information-processing. It is worth noting that in principle HUT could be used to
describe the formalized construction of GUT, but that its introduction would be
worthless, as GUT is nominally formally complete, and scalar hierarchy collapses
into a single level if inter-scalar transit becomes formalized (Cottam et al. 2003a).

The image we have now constructed effectively extends biological modeling in
terms of ‘organism’ and ‘ecosystem’ to all of Nature – to elementary particles, to
Newtonian physics, to Quantum Mechanics2, to every differentiated entity – whose
elementary isolations are always related to their surroundings. Biology and life now
become sub-divisions of a more general description of Nature than either New-
tonian physics or Quantum Mechanics on their own can offer. In this chapter we
have concentrated on using HUT to describe information-processing per se, but the
model is equally at home in representing the material nature of our environment.
Our next task is to see how such a general model can represent an entity where
complex in-formation-processing overlays complex material structure and the two
are intimately coupled: the brain.

We pointed out in Section 2 that the interaction between the two hyperscalar
sapiences of a birational information-processing system resembles the way we alter-
nate between explicate logic and implicate emotion in extricating ourselves from
a mental cul-de-sac. We do not maintain that these two sapiences are logic and
emotion – to suggest that would be to ignore the scavenging meanderings and
cannibalizations of evolutionary development (Cottam et al. 2000) – we propose
that the general birational model provides a guiding template for the evolution of
information-processing, much as the signpost at a road junction indicates which is
probably the most useful way to go, rather than the precise compass direction of
our desired destination. Similarly, we would expect to find material structures in the
brain which relate, if distantly, to the duality of ecosystemic rationality.

Whilst being far from categorical, and far from conclusive, it is more than inter-
esting to note that the two neural hemispheres apparently do indeed tend, in gen-
eral, towards a bilateral ecosystemic distribution of information-processing which
is reminiscent of the two sapiences. While there are exceptions, the left hemisphere
in general processes information in a linear, sequential, logical, symbolic manner:
it is specialized in “verbal skills, writing, complex mathematical calculations and
abstract thought” (Rock 2004, p. 124) The right hemisphere in general processes

2 In passing, we should point out that the best current model for inter-scalar transit appears to be a
generic form of Quantum-Mechanical error correction (Cottam et al. 2003b).
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information more holistically, randomly, intuitively, concretely and nonverbally: it
specializes in “geometric-form and spatial-relationship processing, perceiving and
enjoying music in all its complexity, recognizing human faces, and detecting emo-
tions” (Rock 2004, p. 124). The two hemispheres are normally connected together
by the corpus callosum – the cerebral commisure which is the largest nerve tract in
the brain, containing more than 200,000,000 axons (Pearce 2007).

Studies in the 1940s following sectioning of the corpus callosum in human
patients (Akelaitis 1941) – specifically as a treatment for intractable epilepsy (Ake-
laitis, Risteen, Herren and van Wagenen 1942) – amazingly showed no definite
behavioral deficits. However, experiments later carried out by Sperry, Gazzaniga
and Bogen (1969) provided even more amazing results: human ‘split-brain’ subjects
apparently provided direct verbal confirmation that the left and right hemispheres
provide separate domains of consciousness. Many of the experiments

1. presented the subject with information related to the right hemisphere, and
2. only elucidated related (or unrelated!) comment a posteriori from the subject.

Sperry et al. (1969) described their results as confirmation of separate conscious-
nesses associated with the two neural hemispheres, but concrete evidence appears
to be lacking as to whether the two were experienced sequentially or simultane-
ously by the subjects. We are left to question whether states experienced by the
subjects correspond to ‘normal’ high-level consciousness, or whether they are some-
what lower-level less abstract awarenesses which are more intimately coupled to
the processing biases of the individual hemispheres. The latter conclusion would
support a hypothesis that birational processing is indeed relevant in the brain. If, as
we have suggested, information-processing in the two hemispheres is related to the
two complementary sapiences of a birational system (Fig. 6(a)), then sectioning the
corpus callosum would be expected to destroy the inter-sapient correlations which
lead to the singularity of wisdom (Fig. 6(b)). Notably, opinion is undivided as to the
singularity of ‘normal’ consciousness: Sperry et al.’s (1969) experiments appear to
have confirmed the existence of the two different sapiences, corresponding to two
independent awarenesses, which auto-correlate in the ‘normal’ cross-coupled brain
to give a singular experience – that of consciousness (Fig. 6(c)).

Evolution is closely associated with the survival of a species through that of its
individuals. What advantage do Intelligence, Sapience and Wisdom (IS&W) confer
on an individual? Are IS&W of immediate use in responding rapidly to environ-
mental threats? Well, not obviously. Do we really want to wait blindly until some-
thing untoward occurs, and then start trying to find a solution? If so, what is the
evolutionary point of memory? Organisms survive by building up experience and
assembling it into internal models of their necessary environmental relationships.
This provides two main advantages. Firstly, it effectively ‘pushes’ a large part of
information-processing ‘into the past’, by making ‘ready-to-wear’ threat-responses
available ‘off the shelf’ for IS&W to use (Cottam, Ranson and Vounckx 2003d).
Secondly, it supplies extensive ready-correlated information which can be used both
in anticipating the results of its own actions and those of its opponents and in gene-
rating complicated plans of action. These prospective advantages to an organism
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Fig. 6 (a) The two interacting sapiences in a birational system, (b) destruction of the singularity
of wisdom when the corpus callosum is sectioned, and (c) integration of the two hemispheric
awarenesses to the singularity of consciousness

depend not only on the availability of previously constructed internal models; they
require multiply-scaled internal threat-response models to be mutually-correlated in
a ‘data-base’ – or, rather, a ‘model-base’ – whose internal structure matches that
of the organism’s environment (Cottam, Ranson and Vounckx 2001). This survival-
related multiscalar structuring of a general ecosystemic model of Nature lies at the
heart of HUT and of its optically-computational precursor AQuARIUM (Langloh
et al. 1993).

Robert Rosen (1985) has described organisms as anticipatory systems. While we
expect to find that the brain is anticipatory (Pribram 1999), we might presuppose
that anticipation is restricted to intelligent organisms. There is, however, extensive
current interest in anticipation as a fundamental physical property, for example as
a feature of electromagnetism (Dubois 1999). In concert with Robert Rosen, we
associate anticipative capability at least with life, and believe that anticipation is
central in developing and maintaining environmental awareness.

6 Humble Unification and Neural Ecosystemics Asymptotic
Anticipation, Awareness and Stasis Neglect

You are driving through town. Just before you arrive at a set of traffic lights the light
turns to red. You stop and wait, looking ahead but still seeing the red light out of the
corner of your eye. Mysteriously, the light slowly fades and disappears, until you
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move your head and there it is back again: you have experienced the necessity of
change in maintaining visual attention. Now you are in a train, looking out of the
window at the electric pylons going past, again, again, again. . . until you drift into
a daydream unconnected with your journey. As Zeno effectively pointed out, any
model of dynamics is static: repetitive movement is little different from stasis in its
lack of impact on our attention.

It is instructive to model observation in terms of anticipation. If everything in a
scene around us is static, or every change in the scene can be successfully predicted
from a sequence of previous observations, then anticipation reduces to historically-
based repetition, and IS&W are irrelevant. The possibly multiscalar structure of our
observations effectively collapses to a single algorithmic or quasi-algorithmic recur-
sive chronicle devoid of mystery or surprise. As Rosen (1991) has demonstrated, this
situation is the very antithesis of life, entailing no IS&W and no incentive whatso-
ever for their evolution. Figure 7 illustrates the temporal progression of anticipation
from initial exposure to a hypothetical static or repetitive scene.

As observations progress, information-processing reduces asymptotically to the
realization of stasis – nothing is going to happen. Initially the ‘processor’ needs
to track the ‘stasis’ carefully, as there is no previous observational chronicle to
inform it, but after a while it will lose interest and replace attention by neglect. This
process of ‘stasis neglect’ has important secondary effects, both for an individual
and for a species. The banishment of quasi-stasis from awareness makes it possible
for repeated actions to be transferred out of parts of the brain which consciousness
‘keeps track of’, and for them to become ‘automatic’ (Cottam, Ranson and Vounckx
2003e). Most people have at some time or other had the experience of driving back
from work while thinking about something else, only to be amazed when arriving
home because they cannot remember anything about the trip! Many of our bodily
functions continue without our awareness or assistance: breathing, for example –
which is easily controllable, however – or the heart’s beating – which is less so –
or bowel transit – which is not. The transfer of learned actions to the ‘automatic’
background leaves space in consciousness for events or actions whose immediacy
is important.

Fig. 7 The asymptotic progression of anticipation of a static or repetitive scene, from the introduc-
tion of the scene to establishment of stasis
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While stasis can wipe out the attentive local application of intelligence, its effect
on ‘global’ sapient processing can be even more profound. Boredom at one scale is
incomparable with boredom at every scale! While anticipation is vital to survival,
it is the necessity for anticipation which feeds the evolution of IS&W. Terrence
Deacon (1997) has suggested that being alive is what it feels like to be evolution
happening: being alive is anticipative IS&W evolving. Descartes concluded “I think
therefore I am”: maybe this could be updated to “I anticipate, therefore I am.”3

7 Mirror Neurons, Autism and Empathy

It is no exaggeration to say that the current ‘big thing’ in neuroscience is the
investigation of the properties and ‘meanings’ of mirror neurons. These were first
described by Fadiga, Fogassi, Pavesi, and Rizzolati (1995) following the observation
that a particular subset of macaque monkey motor-skill neurons fire, not only when
a specific action is performed, but also when watching another monkey perform-
ing the same action, and even on hearing the sound of the action’s performance
(Kohler, Keysers, Umiltà, Fogassi, Gallese and Rizzolati, 2002). Oberman, Pineda
and Ramachandran (2007) have suggested that mirror neurons are vitally important
to the development of social skills, by providing a means of learning from example,
and their possible importance to IS&W cannot be exaggerated. Recent work (see
Williams, Whiten, Suddendorf and Perrett 2001 for a review) has linked the occur-
rence of autism spectrum disorders to defects in the Mirror Neuron System (MRS)
which wipe out any ability to empathize with others.

Although the expression ‘mirror neurons’ provides an attractive pictorial
metaphor, it does nothing to clarify what happens in the brain. Individual neurons
do not ‘mirror’ anything, it must be an entire neural sub-system which is involved
(usually referred to in the singular, as the Mirror Neuron System), and in any case
we cannot poke into another person’s head and ‘see’ their emotions. Empathetic
‘mirroring’ must be indirect, by way of observation of actions, and any emotional
content is our own, and not another person’s.

Figure 8 illustrates how empathetic ‘mirroring’ could work between first- (A)
and second- (B) person social actors. (A) always experiences a particular emotion J
on performing a specific action J. The mechanism proposed by Fadiga et al. (1995)
permits (A)’s specially-located neural sub-system X to produce the same firing con-
figuration corresponding to emotion J when (A) either performs action J or observes
(B) performing action J. The supposition, of course, is that (B)’s sub-system Y also
produces the firing configuration corresponding to emotion J when (B) performs
action J, which is not necessarily correct: we have all experienced erroneous attri-
bution of emotion based on recognized ‘body-language’ or gestures! In real terms

3 . . . unless this seems too political in nature! Perhaps we should stick with the real mirroring of
Tom Brocaw’s post-modern version: “I appear on the video screen, therefore I am.”
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Fig. 8 Mirroring between first- (A) and second- (B) person social actors

the association must also be far more complex, as we are also aware that the emotion
we feel is empathetic, and not simply internal.

If audio-visual imitation provides evidence for the existence of a Mirror Neuron
System, then what are we to make of the way small children learn to speak? An
∼18 month-old child will repeat bi-syllabic words which are spoken to it, even
before it has learned to use language per se. There is no obvious connection to an
action here, but it is difficult to imagine that this necessarily makes use of a different
kind of neural structure, especially when we take account of the enhancement in
linguistic understandability which is provided through a combination of audition
and lip-reading. Molnar-Szakacs and Overy (2006) have proposed that “musical
experience involves an intimate coupling between the perception and production
of hierarchically organized sequential information, the structure of which has the
ability to communicate meaning and emotion” and that “these aspects of musical
experience may be mediated by the human mirror neuron system.” Is there, then, a
separate auditory MNS?; a separate visual MNS?; a combined audio-visual MNS? Or
is ‘neural mirroring’ a mistakenly specific interpretation of a far more general neural
technique? It would seem that visual imitative input must be ‘injected’ early on
into the decision-to-action sequence of neural control: Fadiga et al. (1995) observed
‘mirror’ effects in area F5 of the monkey pre-motor cortex. This is reminiscent of an
extensive group of the current mechanisms which are proposed for dreaming (Rock
2004). Random or structured input from different parts of the brain (Antrobus and
Bertini 1992) is ‘injected’ early on into the visual processing chain, where it replaces
the ‘normal’ retinal input to provide a dream’s sense of reality, while being divorced
from the subject’s environment. In common with audio-visual ‘mirroring’, dream
scenarios may be influenced by co-temporal input from other sensors, for example
by sounds or smells.

There is a close resemblance between ‘neural mirroring’, ‘dream mechanisms’
and the techniques which are typically used to train an artificial neural network,
where learning is stimulated by replacing the ‘normal’ environmental input to
the network by pre-structured ‘case studies’ or ‘templates’. Is this what is hap-
pening in ‘neural mirroring’? All of these examples are similar to the ‘slaving’
of a hierarchical scale’s constituent elements from a higher scalar level (Haken
1984). Is a MNS something very special, specific to audio-visually-based imita-
tion, or are experimenters inadvertently interpreting as specific the first observations



Bi-Sapient Structures for Intelligent Control 191

of a more general neural learning process? In the welter of publications about
‘neural mirroring’ a number of authors are focusing on the possibility that the
usual philosophical position that concepts are necessarily abstract and symbolic
may be quite wrong. Gallese and Lakoff (2005) argue that “a disembodied, sym-
bolic account of the concept of grasping would have to duplicate elsewhere in
the brain the complex neural machinery in three parietal-motor circuits, which is
implausible to say the least.”, and that “If all this is correct, then abstract reasoning
in general exploits the sensory-motor system.”

The idea of ‘embodied concepts’ is arguably foreign to neuropsychology and
neurophysiology but not, however, to the bi-sapient rendering of the brain’s
information-processing structure we have presented in this chapter, where every
property and phenomena is both derived from and embodied in the neural material.
Bi-sapient inter-correlation also provides a satisfying description of empathy, and
this leads us to question whether ‘neural mirroring’ occurs only between different
social actors, or whether it characterizes every internal process in an individ-
ual brain.

8 Bi-Sapience and Auto-Empathy

We will briefly recapitulate. A birational information-processing system generates
two cross-scalar correlations we have called sapiences: one is derived from the
‘normal’ set of Newtonian scalar levels, the other from their inter-scalar complex
interfaces. These two sapiences interact to create a singular unification of the entire
system, which we have referred to as wisdom. If we remember that each sapience
provides an informational ecosystem for the other, we can see that the unification
process itself resembles the ‘neural mirroring’ of imitation but with one vital dif-
ference: ‘mirroring’ apparently ‘copies’ the neural signature of an action, but each
of the two sides of a birational correlation ‘copies’ the complement of the other. In
Section 5 we pointed out that operation of the materially high-level neural hemi-
spheres can be associated with a possibly birational evolutionary template, but this
leaves us with an outstanding question: if the material nature of the brain corre-
sponds to a birational information-processing system, then where are the low-level,
or small-scale complements of its neural networks?

Karl Pribram (2001) has pointed out that there is a problem with the conventional
image of a real neural network. Single neurons are commonly pictured with a
myriad of dendritic inputs – maybe 50,000 – but only one output axon. In the brain
this is far from reality, as the axon typically splits into a very large number of smaller
axonites – maybe also 50,000 – which connect the primary neuron to secondary ones
over comparatively long distances. This multiplicity of axonites from numberless
neurons creates an untidy tangled mess between the neurons – the axonite mesh.
Pribram notes that at their furthest extremities the axonites are very thin, and they
do not appear capable of transmitting their localized electrical signals onward to the
target axonites. He has proposed that quasi-waves form between the axonites in the
mesh which ultimately transmit a positionally-dependent superposition of primary
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outputs to the secondary inputs, much as a quantum superposition of states collapses
to a single final real state. The reader will remember that we described in Section 2
how a natural hierarchy may be decomposed into its two constituent parts, and that
one part is related to Newtonian physics, the other to Quantum Mechanics. Here,
finally, is the low-level complement of the brain’s neural networks: the Newtonian
assembly is represented by signal summation in the dendrites; the Quantum
Mechanical assembly is simulated by quasi-wave superposition in the axonites.

We believe that the entire information-processing capabilities of the brain
are embodied in the complementary structure of its interactions; between local
scales and their local ecosystemic counterparts; between local scales and their
intelligences; between multiple scales and their unifying sapiences; between the
bi-sapiences and the singularity of wisdom. Every part of the brain’s processing
is similar to the pre-suppositions of imitation in ‘neuron mirroring’ – but the
‘mirroring’ or correlation is between an event, or artifact, and the image of it which
can be generated from its rational ecosystem. In principle, it should be possible to
observe correlatory activations in the brain which correspond to those of ‘neuron
mirror’ experiments – but there is a problem. ‘Neuron mirror’ experiments reported
in the literature distinguish between ‘carrying out an action’ and ‘observing another
carrying it out’: the experimenters compare two measurement pairs – {action +
neuron activation} and {ob-served action + neuron activation} – and draw their
action/observed-action ‘mirror neuron’ conclusions because neuron activation is
the same in both cases. If the ‘mirroring’ is entirely internal to the brain, then {one
thought + neuron activation} and {another thought + neuron activation} are indistin-
guishable if the neuron activation is the same: there is nothing to measure, and indi-
cation of equivalence can only be obtained indirectly from a brain’s owner’s report.

If effective operation of the Mirror Neuron System is responsible for the devel-
opment of social skills and empathy, then autism is not a condition which develops –
it is the natural pre-developmental condition. The attribution of empathetic failure
to MNS defects implies that ‘neuron mirroring’ is a major facilitator of intra-social
communication: “The mirror neurons . . . dissolve the barrier between self and oth-
ers.”4 This indirect recognition of another’s emotional state depends, as we proposed
in Section 7, on being able to correlate logic of action with its associated emotive
potential, and it equips us with the ability to ‘understand what others feel’. Empathy
supports not only the social coupling between first-person logic and second-person
emotion, but also the establishment of even wider social coherence through more
indirect routes (e.g. between first-person logic and third-person emotion, through
the news media).

If we now return to the purely internal information-processing of an individual
brain we find a phenomenon similar to empathy – but here it is a direct process –
literally an embodied process – an auto-empathy. Inter-sapient correlation is contin-
uous, from logic, to emotion, to logic, to emotion,. . . which in addition to stabilizing
the birational processing system arguably supports a sense of completeness, of logic

4 An expression attributed to V. S. Ramachandran.



Bi-Sapient Structures for Intelligent Control 193

and emotion ‘being in tune’. Auto-empathy is invaluable in steering our actions. It
appears likely that the early evolution of a simple, extreme form of auto-empathy is
at the root of ‘fear-learning’ (LeDoux 1992) – the amygdalic ‘hard-wiring’ which
permits rapid reactions to threatening eventualities and which predates, and now
bypasses, the comparatively slow processing of the cortex.

As we pointed out in Section 4, an entity is its hyperscale: hyperscale provides
identity. A multicellular organism consists of a collection of cells, but it presents
itself to the outside world as a unified entity. We are entitled to ask what the connec-
tion is, therefore, between our own material hyperscale – our ‘structural’ identity –
and our internal ‘mental’ sense of identity – our sense of ‘self’.

9 Self-Observation and Sapient Theories of Self and Mind

An important aspect of Intelligence, Sapience and Wisdom is the manner in which
their application is moderated by our sense of ‘self’ and our relationships with oth-
ers. But where and what is the ‘self’? Metzinger (2004) has presented the hypothesis
that we are unable to distinguish between the objects of our attention and the inter-
nal representations of them which we ‘observe’. When we use a screwdriver, we
are at the screw; when we drive a car, we become the car. The most astounding
characteristic of this transfer of presence is the way in which we can effortlessly
skip between different scales of an overall picture. Metzinger’s (2004) hypothesis
provides a credible model for the independence of ‘mind’. As he states: “We are
systems that are not able to recognize their subsymbolic self-model as a model. For
this reason we are permanently operating under the conditions of a ‘naïve-realistic
misunderstanding’: we experience ourselves as being in direct and immediate epis-
temic contact with ourselves. What we have in the past simply called ‘self’ is not a
non-physical individual, but only the content of an ongoing, dynamical process – the
process of transparent self-modeling.” Metzinger provides no clue as to ‘where’ we
can ‘find’ this ‘self-model’, or how it could be internally generated over the aeons
of evolution. He concludes, however, that “the conscious self is an illusion which is
no one’s illusion.” (Metzinger’s 2004, p. 60).

While we would to concur with Metzinger that ‘the self’ is illusory – at least in
objective terms – we would suggest that it is its own illusion. A critical aspect of
first-person awareness is the capacity for introspection – the capacity of ‘the self’ to
observe ‘itself’. If we analyze concepts of identity within a traditional monorational
system we are left with a myriad of uncomfortable conclusions which characterize
the entire history of philosophical views of existence. But not if we construct our
analysis within a birational system! Matsuno (2000) has generated a self-consistent
view of ‘reality’ which is based on the interpretation of observation as a mutual
measurement, and within which the Heisenberg impossibility of observing quantum
particles without influencing them finds a natural home. Interactions between the
two sapiences of a natural hierarchy are an example of mutual observation, and of
indirect mutual self-measurement. As we indicated in Section 8, their correlation is
continuously recursive, from logic, to emotion, to logic, to emotion,. . . and birational
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hierarchy provides evolutionary self-observation reminiscent of Deacon’s (1997)
‘life as evolution happening’.

Rosen (1991) has explained in great detail how both Newtonian physics and life
depend on the ‘truncation’ of infinitely recursive chronicles. As he describes, New-
ton’s Second Law collapses the state of a particle, which is a nominally infinite
series of variables, down to only two – position and velocity. So, in a birational
information-processing brain, ‘who’ collapses the infinite mutual observations of
inter-sapient ‘introspection’ down to the apparent, if illusory, stability of ‘the self’?
Well – no one! It is unnecessary. As we pointed out in Section 2, hyperscale is
generated from the cross-scalar transmission of order, which dominates the trans-
mission of novelty, and this maintains temporal stability in a natural hierarchy (as
it does, also, in a crystal – Cottam et al. 2003a; Cottam and Saunders 1973). Each
of the bi-sapiences is consequently approximately stable, but aware continuation of
their mutual observation is subject to the necessity of change, as we described in
Section.6. Consequently, approximate stasis in their interaction leads to asymptotic
neglect, effective truncation of their otherwise infinite self-observations, and the
stabilization of an introspective ‘Theory of Self”, or ‘Theory of the Reality of Self’.

‘Neuron mirroring’, whether interpersonal, neurologically internal or environ-
mental, provides a useful pictorial vehicle for comparing different entity-
environment correspondences, especially if, as Ramachandran suggests it ‘dissolves
the barrier between self and others.’ An unknown external environment can be
progressively described through diligent assembly by an organism of the stimuli
to which it is subjected. Similarly, an unknown organism can be progressively
described from outside, through assembly of the questions it poses of its envi-
ronment and through its social relations. This constitutes the birational paradigm
itself: a system of two mutually-evolvable inter-relating aware localizations, whose
‘functions’, as entity or ecosystem, are interchangeable. The creation of an internal
transparent environmental model is automatically and intimately associated with
the creation of an internal transparent self -model! The ecosystemic containment
of a true natural hierarchy becomes internalized through the generation and main-
tenance of its extant scalar levels, which creates hyperscalar self-constraint as an
indistinguishable reproduction of relevant parts of its ecosystem.

We propose that long-term evolution of unification-maintaining hyperscalar sur-
vivalist sapient behavior has resulted in development of the high-level transparent
self-model Metzinger refers to. We believe that the ‘spotlight of consciousness’ in
humans is momentarily focused at a single ‘location’ within a spatiotemporal hyper-
scalar ‘phase space’ which we construct from the entire history of our individual and
social existences, including the ‘facts’ of our believed ‘reality’, numerous apparently
consistent but insufficiently investigated ‘logical’ suppositions, and as-yet untested
or normally-abandoned hypothetical models which serve to fill in otherwise incon-
venient or glaringly obvious omissions in its landscape.

We note equivalence, therefore, between ‘Theory of Self’ (belief in one’s own
independent reality), ‘presence transfer’ (the ability to functionally ‘become’ a tar-
get object or person) and ‘Theory of Mind’ (the ability to understand that others
have beliefs, desires and intentions that are different from one’s own). We believe
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that all three are generated from the bi-sapience of neural information-processing,
through ‘neuron mirroring’. ‘Theory of Self’ is related to true sapient introspection:
it results from the long-term stabilization of observations of an internal transparent
model of an organism, by that internal model itself (c.f. “I think, therefore I am”).
‘Presence transfer’ is effected by viewing the internal model of an external targeted
organism, artifact or situation, or the internal model of a fantasized organism, artifact
or situation, through a transparent internal model of the ‘self’, so that the ‘self’ is
indistinguishable from the target. ‘Theory of Mind’ is related to the indirect mir-
roring of logic and emotion between the ‘self’ and an apparently similar ‘other’,
resulting, on the basis of a long experience of socially-coupled inter-personal quasi-
introspection, in the conclusion of real similarity. Metzinger and Gallese (2003)
have published the initial stages of a theory which is effectively aimed at attributing
to the evolution of theories of Self and Mind a common action ontology through
attention to ‘neuron mirroring’ in the motor system. As they state, “An elementary
self-model in terms of body image and visceral feelings plus the existence of a
low-level attentional mechanism is quite enough to establish the basic representa-
tion of a dynamic subject-object relation. The non-cognitive PMIR (Phenomenal
Model of the Intentionality Relation) is thus what builds the bridge into the social
dimension.”

10 Bi-Sapient Structures for Intelligent Control

Our discussion throughout this chapter has been of sapience itself, and the manner
in which it ‘emerges’ from its embodiment in the extant scales of an organism or
entity. Right from the beginning, the thesis of this chapter has been that the evo-
lution of IS&W has been driven by the instinct to survive. In Section 4 we noted
David Fogel’s (2002) description of intelligence as “the ability of a system to adapt
its behavior to meet its goals in a range of environments”. What, however, is the
connection between instincts and goals, and how do they relate to sapience?

Newly-born animals have instincts which enable them to survive and learn. These
are built up from conception to birth as a pre-structuring of neural connections.
A high degree of plasticity remains, however, enabling the animal not only to build
on these instincts, but to replace them in many cases with environmentally-derived
variants. Animals clearly demonstrate inborn instincts: the instinct to select energy-
giving sugary and fatty foods; the instinct to learn to walk; the instinct to seek
company; the instinct to group together for safety; ultimately the instinct to sur-
vive. These are observations of instinct at a holistic animal level, but we can find
their precursors at more primitive levels. If the biological cell is the most primitive
living organism, then the most primitive organism instinct is cell mitosis, whereby a
single fertilized cell divides into two identical daughter cells, providing the means
for assembling billion-cell organisms which demonstrate holistic instincts. It is
important to note that although these high-level holistic instincts may be associated
with abstract logic, in that they can be inconsequential at a late stage of organism
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evolution (e.g. a human baby’s immediately post-natal attempts at walking), cell
mitosis is a primitive natural logic instinct (Cottam et al. 2003e).

During the first few months of its life, a human baby spends endless hours vio-
lently kicking with its legs. Why? - it does not need them to walk. At least, not
yet, but later on when it finally gets to its feet it will need strong leg muscles to
support it. Instincts finally give way to goals. Primitive natural logic instincts give
way to unreasoned possibly abstract logic goals, which in turn give way to reasoned
abstract logic goals, which are subject to intentionality.

Ultimately, in the most neurologically-complex organisms, goals may be subju-
gated to motives. A baby’s kicking provides the basis for walking, which clears the
way to succeed in gymnastics or dancing, which may become a gateway for social
contact and valorization of the individual. A nice example of way a social “motive”
may override a goal is given by “the cockroach experiment”. If a very small thirsty
child is shown a three beakers of water, one clean, a second into which the child has
seen a dead cockroach dipped, and a third still containing the cockroach, it will drink
from all three. A few months older, it will drink from the first two, but not from the
beaker which contains the cockroach. Again a few months older, it will now avoid
drinking from the beaker into which it saw the cockroach dipped: the child has
learned about contamination – the basic instinct to drink has been overridden by a
fundamental social concept destined to reduce disease and promote survival.

The clearest example of replacement of instincts by goals is the recent upsurge
in computer combat games. Here there is a direct replacement of the natural logic
(i.e. consequential) fight for survival required of primitive mammals by the abstract
logic (i.e. inconsequential) “fight for survival” against computer-generated enemies
(it is interesting to note that one such game is publicized as “brutal combat for
the thinking man”!). Goals are created from evolving environmental information
by the co-evolution of intelligence (Albus 2001; Fogel 2002), whether the informa-
tion is from unintended uncontrolled occurrences or intentional social or instructive
implantation. The major question of an entity which seeks to achieve or maintain
states of its environment is “whose goals?”

So, instincts are genetically built in to an organism’s nature ‘from birth’, as
‘plastic’-wired (rather than ‘hard’-wired) automated actions and reactions, while
goals are later developments of phenotypical evolution and environmental influ-
ences. The relationship between the two is reminiscent of that between genetics
and epigenetics. It is difficult to further categorize instincts and goals in any simple
manner, other than to note that the progression from instincts, through unreasoned
goals, to reasoned goals reflects a progressive development from local to global
correlation in a multiscalar information-processing system. In that instincts are not
subject to conscious manipulation we would tend to associate them with the second
of the two sapiences – the ‘complex’ interface sapience, rather than that derived
from the Newtonian scalar levels – and with the low-level processing of the brain
stem. Conscious goals, on the other hand, could find association with any part of
a multiscalar system, as they can be of any complexity, and can even be driven by
unconscious influences. Motives are more far-reaching than either instincts or goals,
and it would be tempting to associate them with the inter-sapient correlations which
lead to wisdom – but only tempting!
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The central issue is that of control. How can sapience be applied to the control
of its possessor’s physical actions and survival in a physical environment. The tra-
ditional view of reactive control is that of the sensori-motor loop: from perception
of a threat, to planning a response, to validation and motor control, to reaction,
to evaluative perception, to response modification. . . This, however, presupposes
monoscalar information-processing, and we can expect to find far more complex
relationships in a bi-sapient system. Simplistically, incoming sensory data must be
integrated into the entire birational structure before it can have a valid effect on the
next, planning stage of the loop. Cross-scalar integration may well provide a far
more ‘intelligent’ response to external threat than monoscalar processing, but first
of all the complex character of ‘sapience’ must apparently be ‘reduced’ to the mono-
dimensional requirements of muscle activation. This is where conscious hyperscalar
sapience plays a vital role. We suggested earlier that the ‘spotlight of consciousness’
in humans is momentarily focused at a single ‘location’ within a spatiotemporal
hyperscalar ‘phase space’. Operation ‘from within’ hyperscale makes it possible to
‘visit’ all scales of a system – and of its internal models of its environment – without
taking account of the usual difficulties of inter-scalar transit (Cottam et al. 2006a),
and muscle-activation can be directly initiated without performing complex data-
reduction. LeDoux (1992) has described how the amygdalic cortex-bypass makes it
possible to react quickly to incompletely-identified threats without making use of
comparatively slow cortex processing. He suggests, for example, that a half-seen
twisted brown stick on the forest floor could be a snake, and that the fast amyg-
dalic path provides necessarily immediate reaction. But it is also important to note
the close coupling this implies between perceived detail, high-level concept and
low-level motor activity. Real-time operation ‘from within’ hyperscale is a massive
advantage in promoting survival! We use this particularly sapient capacity all the
time in everyday life, but it is notably absent from simplistic mono-intelligence. The
conceptual ‘visitation’ of different scales from sapient hyperscale makes it possible
to exert intelligent control from whichever scalar representation shows the most
promise, from a historical perspective! The ‘embodiment of concepts’ which Met-
zinger and Gallese (2003) and Gallese and Lakoff (2005) refer to is closely related
to this facet of birational hyperscalarity. As Gallese and Lakoff state: “According
to our hypothesis, rational thought is an exploitation of the normal operation of our
bodies. As such, it is also largely unconscious.”
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Paradigms behind a Discussion on Artificial
Intelligent/Smart Systems

José Negrete-Martínez

Abstract What are we implying when we talk about smart artificial systems?
I propose a list of implications pointing to paradigms of brain theories that cannot
be disregarded in a discussion of this kind. The present contribution is to use the
description of the paradigms for the benefit of an intelligent vs. a smart discourse.
The “difference” between intelligent and smart discourses boils down to the fact that
intelligent systems are those with the greatest degree of smartness. I postulate that
the combining of paradigms leads to the implementation of artificial systems that
are smarter than their components alone. I suspect that this is what the body-brain
does dynamically.

1 Introduction

When we talk about smart artificial system or systems (AS) are we implying con-
sciousness? Are we implying reasoning in symbolic logic? Are we talking about
some expedient recognition of the outside world? Or are we implying self-organized
responses of low-level modular systems? The previous list of implications point to
paradigms of brain theories that cannot be disregarded in a discussion of this kind.
The contribution of this chapter is to use the description of the foregoing paradigms
for the benefit of an intelligent vs. a smart discourse:

� AS with conscious intelligence would be the result of the development of quan-
tum computers.

� AS with logical modules are implemented in our present computers.
� AS expedient recognizers of the outside world are implemented with artificial

neural networks.
� AS supportive of smartness are implemented with low-level behavior generating

modules.
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The “difference” between intelligent and smart discourses boils down to the fact
that intelligent systems are those with the greatest degree of smartness. The AS
proposed here always imply restricted resources for problem solving. Typically,
systems or machines are dubbed “smart” when they solve special problems with
fewer resources than the brain. Each AS is smart and self-organized. The combining
of paradigms leads to the implementation of artificial systems that are smarter than
their components alone. This is what the body-brain does dynamically. The mecha-
nism of the body-brain makes its smartness superior to that of any other mechanism
because it is supported by a large menu of resources combined by the brain on
demand.

2 Paradigms and Smartness

Typically, systems or machines (artificial systems) are sometimes dubbed smart
when they solve specific problems with fewer resources than the brain (body-brain).
Body-brain resources are considered suppliers of intelligence. Resources are mech-
anisms bound by their originating paradigms. An example: the mechanisms bound
by classic physics paradigms vs. those bound by quantum physics paradigms. In
this sense, we have chosen four paradigms to designate the resource domains for a
discussion of smartness.

2.1 Quantum Physics

In a remote future, artificial systems with consciousness would be the consequence
of the development of quantum computers (Hameroff and Watt 1982). The range of
resources of these machines would be potentially broader than those of the present
computers and the present ad hoc electronics, and thus they will be potentially
smarter.

2.2 Classical AI Systems

These systems, as implemented in today’s computers, are mostly bound by symbolic
logic (Nilsson 1998). Their potential resources, therefore, are more restricted than
those expected to become available with quantum physics computers. The quantum
physics computers are potentially, at least, smarter than those we have now.

2.3 Recurrent Networks

This kind of paradigm belongs to the nonclassical AI called “connectionist.” Here,
we would like to individualize recurrent networks (Hertz et al. 1991), specifically



Paradigms behind a Discussion on Artificial Intelligent/Smart Systems 203

those that solve through chaotic behavior. The resources of these networks share,
along with the formal neural networks, a limited capacity to handle symbols. Thus,
in this respect, they are less smart than the classical AI systems, although they do
have a greater capacity to recognize patterns. In regard to pattern recognition, the
recurrent networks are smarter; in addition, recurrent networks with chaotic behav-
ior seem to potentially offer the resources to create symbols (King 1991). They are
also potentially smarter than their class relatives. This paradigm exemplifies the case
in which the evaluation of the resources depends on the nature of the problem to be
solved.

2.4 Behavior-Oriented Multimodular Systems

I consider that the paradigms in this class have fewer resources than the recur-
rent networks with chaotic behavior. Most of them are modular nets with a cer-
tain connectional finitude: they are “small world” networks (Smith-Bassett and
Bullmore 2006). Paraphrasing a Brook’s 1999 book title, they produce “Cambrian
smartness.” Four paradigms of this class based on their self-organization are to be
considered:

1. Self-organization through self-inhibiting modules.
2. Self-organization through motivating modules.
3. Self-organization through subsuming modules.
4. Self-organization through reciprocally inhibiting modules.

1. Self-organization through self-inhibited modules (Negrete-Martinez and Cruz
2002). The sequential calling of self-inhibiting modules is the mechanism in ques-
tion. We found that the sequential calling of a simple set of self-inhibiting modules
with no interconnections can self-organize them to produce complex behaviors.
In this regard, they are potentially smarter than the rest of the behavior-oriented
paradigms.

2. Self-organization through motivating modules (Maes 1990). Some nonbehav-
ioral motivating modules promote behavioral modules. An activation-state variable
is incremented in each module when it receives the “impact” of the world. Next, part
of the activation state of some modules is channeled into some others. A threshold
for this variable in each module determines whether or not the module triggers its
open behavior. Part of the process just mentioned involves the modification of the
activation-state variable in some selected modules by the motivating modules as
well. The plasticity in this paradigm is a resource that makes it smarter than the one
that follows.

3. Self-organization through subsuming modules (Brooks 1986). Some behav-
ioral modules are subsumed by others. Modules in lower hierarchic layers are inter-
fered with in their outputs or inputs by their higher modules.

4. Self-organization through reciprocal inhibition (Beer 1990). This mechanism
relies on biasing some reciprocally oscillating modules. There is a population of
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spontaneously activated modules called pacemakers. Each of these modules com-
mands a set of nonspontaneously activated modules. Pacemakers can be modulated
by other pacemakers. If there is a population of these pacemakers modulated through
reciprocal inhibition, an oscillation in this population can be generated. This oscil-
lation can be controlled through biasing some of the pacemaking modules of the set,
thus producing a given behavior. As such the paradigm is potentially less smart than
the previous two. However, synaptic plasticity can be added to this paradigm, thus
making it potentially smarter than the previous two.

3 Smartness Discourse

The “difference” between intelligent and smart discourses boils down to the fact that
intelligent systems are those with the greatest degree of smartness. The paradigms
proposed here always imply restricted resources for problem solving. Typically,
systems or machines are dubbed smart when they solve special problems using
fewer resources than the body-brain does. Each paradigm discussed here is a self-
organized one. As previously mentioned, some paradigms can lead to others, as in
the case where chaotic recurrent networks lead to symbol formation. I suggest that
when dealing with self-organizing paradigms, the transition from one paradigm to
another is feasible.

4 Conclusions

It is postulated that combining paradigms leads to the implementation of artificial
systems smarter than their individual components. This is what the body-brain does
dynamically. The mechanism of the body brain makes its smartness superior to that
of any other mechanism because it is supported by a large menu of resources com-
bined by the brain on demand.
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Part IV
On the Development of Sapient systems



Kinetics, Evolution, and Sapient Systems

V. Angélica García-Vega, Carlos Rubén de la Mora-Basáñez,
and Ana María Acosta-Roa

Abstract The anticipatory task is a compulsory issue for a sapient system, Neuro-
science research has found that locomotion and anticipatory tasks are related (Llinás
2003). In this work, we show some results about how intermittent behavior
described by a kinetic model can be used to explore some aspects of the modulation
of the activity by perception. Our aim is to highlight how perception can be taken
as an evolutionary pressure by modeling intermittent locomotion behavior.

1 Introduction

Thinking is just internalized movement (Llinás 2003), Llinás defines mental state
as one of the biggest functional states produced by the brain: brain and mind are
inseparable. The mental state has evolved as a tool implementing anticipative and/or
intentional interactions between the living organism and its environment. We wish to
have sapient systems, so this anticipative and intentional interaction with the envi-
ronment must be developed. Kinetics is a concept widely used through chemistry
and mechanics with different meanings. In this work we take the kinetic concept
to describe movement models, in particular locomotion models. In neuroscience
intentional movement is known as voluntary movement, also as active movement,
unlikely as reflex movement. Active movement is produced by the organisms them-
selves not by environmental influences. We are looking for relationships between
perception and movement or behavior laws describing active movements. The chap-
ter is organized as follows: in Section 2 some models of motor organization related
to locomotion foundation are reviewed, and the study of these models is proposed as
a way to understand the mechanisms underlying motion and related to intermittent
behavior. Section 3 introduces the kinetic model of intermittent behavior. Results
are presented in Section 4. In Section 3 we discuss the results and suggest some
future work.
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2 Models of the Motor Organization of the Brain

There are two views about the execution of the movement, one rooted in
William James’ (1950) work: according to which the functional organization of
the central nervous system (CNS) is based on reflexes. The brain is just a complex
input/output system reacting to instant requests of the environment. The sensation
must lead the movement, so movement is a reponse to a sensed external signal.
These ideas have led to the study of synaptic transmission and neuronal integration,
fundamental concepts in modern neuroscience. The other view is due to Brown
(1914), who studied deafferented animals and found that they could walk in an
organized fashion. Brown proposed that the spinal cord has a self-reference orga-
nization based on neuronal circuits through impelling electric pattern generation
for organized movement. He proposed that organized movement is generated
intrinsically without any sensorial input. The sensorial input only modulates the
activity of the neural network of the spinal cord and enables the adaptation of
locomotion to the irregularities of the ground. His proposal explains, among other
things, how respiration works. The senses are needed to modulate the content of the
induction of perception, but not for the perception deduction. Llinás proposes that
the brain is a semiclosed self-reference system, a closed system because it is beyond
direct experience. The skull separates the brain from the world, and the brain knows
the external world only by means of specialized sensorial organs. The evidence in
neurological science supports this thesis (Llinás 2003).

The brain is a mechanism that has evolved to organize anticipating tasks. It
emerges when the active translational movement appears, skewing the probability
of success in the environment. In the next section we review some strategies of
movement control, in particular intermittent behavior.

3 The Kinetic Model of Intermittent Behavior

Intermittent behavior is observed in various invertebrate and vertebrate species and
is associated with a large number of tasks such as feeding, exploring, mating, and
running away, among others (Kramer and McLaughin 2001). The earliest studies
of intermittent exercise physiology noted that moving intermittently (i.e., alternat-
ing brief movements with brief pauses) could transform a heavy workload into a
submaximal one that can be tolerated and sustained (Weinstein 2001).

Our goal here is to show some results about how intermittent behavior can be
described by a kinetic model. We have selected a kinetic model of locomotion in
order to explore some aspects of the modulation of activity by perception, trying
to highlight how perception can be taken as an evolutionary pressure. Our work
is based on simulation of an agent in a closed world, which performs two basic
activities: ballistic displacement without perception (pure action) and perceptually
guided exploration (simulated as a diffusion process), both as alternating behav-
iors (Bénichou et al. 2005). The model is a two-state stochastic one, which provides
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Fig. 1 Performance through displacement time vs perception time

a power law relationship between the characteristic times spent in each state. The
performance of the agent is the result of the ordered pair (Ts, Td), where Ts is the
time used to sense and Td is the time used for displacement.

4 Results

The sensory search phase involves very complex biological mechanisms and the
model describes the main features of this activity that are relevant from a kinetic
point of view. Figure 1 depicts the performance of the agent through graphing the
times for the displacement phase in the x axis and the perception phase in the y axis.

5 Discussion

The performance of the agent is analyzed from a general energetic point of view
and the comparison of the many combinations of those activities shows that the
same overall behavior can be obtained from many different combinations. The best
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‘energetic’ performance that occurs when a shorter time is dedicated to pure actions
than to perception.

We have reviewed some literature in artificial intelligence, but have not found
references of this kind of kinetic model use. From a practical perspective the model
could be used to optimize searching tasks as an appropriate issue of a control strat-
egy for a cleaning robot. From a theoretical point of view, our results show that
survival is favored when the time used to sense the world, Ts , is longer than the
time used for displacement Td , this suggests that we adopt the control strategy that
promotes the success of the individual in its environment. We can observe an inex-
pensive solution from an energetic point of view with an acceptable performance
when there is a small quantity of energy and time dedicated to for displacement and
sensing, although sensing is greater than displacement.

In line with the Llinás proposal, the brain evolves from active translational move-
ments. Our results shows that an evolutive pressure can promote the survival of the
individual by favoring the sensing task over the displacement task, but that both are
required. By this means the probability of survival is skewed, meaning that this is a
path to an anticipated task based only on kinetics considerations. Sensors, actuators,
and control coevolve as a whole.

The kinetics model is incomplete; it gives a general description of the global
evolving pressure, but the essentials of the individual and the relationships with its
environment require another description, and according to (Collier 2000) a closure
semantic is needed. This work is another exploration of the subject of modeling rep-
resentation development and behavior with complex networks (Mora-Basáñez et al.
2004) and plasticity in sapient systems (de la Mora et al. in this volume).
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Emotions and Sapient Robots

V. Angélica García-Vega, and Carlos Rubén de la Mora-Basáñez

Abstract In this chapter we review some issues related to emotions and their role
in reasoning and behavior. We propose complex systems methods to design control
architectures for sapient robots with an embedded emotion model.

1 Introduction

Emotions are very complex processes produced by motives, beliefs, and percep-
tions among others. The task to make the knowledge related to emotions explicit
has been associated with näive or folkloric psychology. This idea has led to the
separation of emotions from other issues of intellect and a dramatic dissociation
concerning the definition of emotion among biology, neurobiology, and psychology
researchers. However, emotions play an important role in reasoning; they are related
to basic mechanisms such as memory and remembering. Emotions have been con-
sidered necessary to acquire knowledge. (Minsky 1986): argues “The question is
not whether intelligent machines can have any emotions, but whether machines can
be intelligent without any emotions”. However, although there continues to be new
information about how emotional processes take place (Dolan 2002), there is no
accepted general model about what emotions are or how they work (Picard 1998),
which is the reason that different computer models have been used to incorporate
emotions in artificial systems. Why are emotions important for intelligent and par-
ticularly sapient robots? How can robot control architectures be integrated to use a
model of emotion? Are emotions essential to obtain sapient robots? Can we have
the mathematical formalisms for these aspirations? Human reasoning models based
on pure logical reasoning have shown serious faults, so we are interested in the use
of complex system formalisms to explore and exploit a new approach for designing
robot control architectures that embed emotion models. (Sloman 1981) and (Arkin
2003) have argued that motivations (and emotions) affect the underlying control of
a cybernetic system by altering the underlying behavioral parameters of the agent,
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whether biological or artifactual (i.e., a robot). Certain internal states, that are used
to represent various motivation/emotional qualities are maintained by processes that
reflect an agent’s time course through the environment as well as its perception of
the immediate situation.

2 What Are Emotions?

The answer to this question is not unique; from an artificial perspective we have two
definitions:

� Emotions are complex processes produced by motives and beliefs interacting in
an agent (Sloman 1981).

� Emotions are emergent phenomena and there is no need for a specific component
to produce them (Pfeifer 1982).

These opposing definitions lead us to think that emotions can be something different
for different animals and cultures.

From the neurophysiology perspective, there are some common biological
aspects of emotion definition (Pfeifer 1982, Llinás 2003)

� Emotions are a complex collection of chemical and neuronal reponses forming
patterns.

� Emotions are biological processes, determinated by philogenetic, ontogenetic,
and epigenetic mechanisms.

� Emotions are bioregulator devices used for surviving.

2.1 Biological Function of Emotion

Emotions are embedded in specific reactions produced to face inductive situations.
Regulating the internal state they help prepare an organism to face the specific reac-
tion. Neurophysiology research has shown that emotions are an essential component
for regulating life and part of the basic requirements for surviving and reasoning.
Learning mechanisms allow emotions to help self-regulating processes in agents
through relating homeostatic values to events and objects during daily experiences.

Damasio (1994) has proposed the somatic marker hypothesis to explain how
emotions help our bodies feelings play an important role in reasoning. All emotions
generate feelings but only some feelings generate emotions.

Emotions can be produced or can be recognized. These two tasks lead to a discus-
sion about intelligence and sapience: if a machine can show some kind of emotion
can we say that it is intelligent? Or if a machine can recognize emotional states
can it be considered both as Arkin (2003) proposed that motivations and emotions
provide two potential crucial roles for robotics:

1. Survivability: Emotions serve as one of the mechanisms to complete autonomy
and that help natural systems cope with the world. Darwin (1965) postulated that
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emotions serve to increase the survivability of a system. Often a critical situa-
tion does not allow time for deliberation, and emotions modulate the behavioral
response of the agent directly.

2. Interaction: Many robots that are created to function in close proximity to people
need to be able to relate to them in predictable and natural ways. This is primarily
a limitation of the human, whom we do not have the luxury of reprogramming.
In order to make robots interact effectively and efficiently with people it is useful
for them to react in ways that that are familiar and comfortable for humans.

3 Our Proposal: A Bottom-Up Approach

We do not consider emotions as basic emotions implemented as innate ”modules”
as in Velazquez (1999), or as kismet as in Breazeal (2002), etc. Rather, we prefer
the functional definition of emotion: a reaction of an agent, be it man, animal, or an
artificial system, to two aspects of its relation to reality, namely:

� Entropy or uncertainty of the environment
� Competence

The first aspect refers to the degree of predictability or anticipative behavior an
agent can have and the second is the capability to cope with situations. This means
that emotions are based on the ‘knowledge’ a system has about a situation.

To define and measure entropy and competence is not easy. In Dörner’s (2003)
experiments, these concepts are given ad hoc and always related to ‘survival.’ In a
previous paper, Dörner used the idea that emotions should be considered as modu-
lations of cognitive processes. This means emotions are not processes on their own,
but distinct forms cognitive processes adapt under certain conditions. The differ-
ence is that in this definition they do not use the entropy or competence terms. They
use the idea of behavior modulators being parameters that modify aspects of behav-
ior. What makes emotions differentiable is the ulterior categorization humans make
of the behaviors resulting from the configuration state of the behavior modifiers.

We found it necessary to view semantics as a fundamental issue of knowledge
creation, and exploitation. In Mora-Basáñez et al. (2004, 2007) we have proposed a
methodology and carry out experiments to explore the minimal autonomy an agent
must have to explore and exploit knowledge successfully.

4 Discussion

Mayorga (2005) has proposed a new paradigm to characterize sapient systems; this
mathematical formulation is in its initial stages and lacks biological foundations to
model natural sapient systems. Scholicki and Arciszewski (2003) proposed seven
approaches to distinguish sapient agents (SA) from the entire class of inteligent
agents (IA). From their preliminary results they proposed a definition for an SA as
distinguished from an IA as an autonomous system situated within an environment,
which senses its environment, maintains some knowledge and learns upon obtaining
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new data, and, finally, acts in pusuit of its own agenda to achieve its goals, possi-
bly influencing the environment; for every proposed approach they postulated some
capabilities for an SA. They acknowledge that the concept of SA is still incompletely
understood and more research is needed. In our proposal, we use complex network
formalisms (scale-free and small-world networks) to model an agent that shows
similar behavior patterns from biological evidence. We have found some alternative
means to evaluate the complexity that an agent must have.

5 Conclusion

We believe that new paradigms for sapient agents require a new course different
from mixing formalisms, they must provide tools and means to understand what
makes agents (including robots) sapient. They have to be near to biological evidence
provided by neurobiological and neurophysiological research.
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Scheme of an Abducing Brain-Based Robot

José Negrete-Martínez

Abstract Robot implementations suggest robot brain schemes with local incremen-
tal inverse motor functions feeding their direct motor functions. Reported living
brain experiments on planning large movements suggest that global inverse motor
function schemes can be feeding the same direct motor functions. Perception direct
function and inverse perception, global and local incremental, complete the scheme.
Global inverse perception is abductive.

1 Introduction

The work described in this chapter is designed to determine brain schemes that
would guide the directed evolution of a robot to acquire the ability to abduce.
Abduction can be understood as inference for the best explanation (Josephson
et al. 2003). I have proposed elsewhere that a robot reaching this stage is ready
to be developed into a sapient system (Negrete-Martínez 2005). Brainlike systems
have been implemented in robots with unsupervised computational formal neural
nets (Kirchmar and Edelman 2002). Instead of following this last approach a more
living-brain morphofunctional net should be the starting point of brain-based robots:
modules in the shape of black-box schemes: boxes with input-output vectors (func-
tion of time) representing direct or inverse functions of the dynamics.

2 Schemes

Consider as a starting point a direct motor function dynamics. Examples are the
body mechanic dynamics of a robot and the spine-skeleton-muscular dynamics (see
Fig. 1). The inverse motor function dynamics is presented in Fig. 2. The examples
of the figure are suggested by (Kawato et al. 1988).
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Fig. 1 Representation and examples of direct motor functions (DMF)

2.1 Motor Schemes

Two models of direct-plus-inverse motor dynamics are considered: one in which
there is a global inverse dynamics response to an initial perceived error (Fig. 3,
Scheme 1) and the other in which there is a local, incremental, inverse dynam-
ics that reacts to the estimation of a value of significant perceived error (Fig. 3,
Scheme 2).

Figure 4 shows the motor scheme adopted in the present paper (Scheme 3). The
global inverse function reacts ballistically to the initial sensed error difference and
the incremental inverse function takes the remaining sensed error left by the ballistic
correction and then proceeds by incremental successive corrections.

Scheme 2 has been implemented in a robot (Negrete-Martínez 2007) (see Fig. 5).
The names inside the boxes in this figure are those of the microcontroller modules

Fig. 2 Representation and examples of indirect motor functions (IMF)
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Fig. 3 Two motor schemes

that perform the brain functions. They include a coarse motor representation of the
arm: a robotunculus (Negrete-Martínez 2007). Sensed difference is an analog-digital
module that samples the world and outputs the difference with the previous sam-
ple. Significant difference is a microcontroller that estimates whether the difference
is significant for the robot. The payoff module provides a value to the difference.
The bandit module decides on the incremental value of the inverse function given
the previous incremental movement executed. The scheduler is a microcontroller
that designates which of robotunculus modules is going to produce the incremental
movement.

Fig. 4 Scheme combining the direct with the two inverse motor dynamics
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Fig. 5 Scheme 2 robotic implementation

Figure 6 depicts a postulated living-brain version of the modules of the robotic
brain (Negrete-Martínez 2007). The BD4 (Brodmann #4) is the brain cortex area for
the motor homunculus (Penfield and Erickson 1941).

Figure 7 is the living-brain version of Scheme 3. In this figure, the global inverse
function is represented by the basal ganglia function (Desmurget et al. 2003).

Fig. 6 Living-brain modules corresponding to a robot brain (Negrete-Martínez 2007): SO stands
for supraorbital, BD# stands for several Brodmann cortex areas. Ensemble (several areas). BD#4
is equivalent to the cortex area of the motor homunculus
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Fig. 7 Living-brain version of Scheme 3. This figure includes basal ganglia as a candidate to
support a scheme with a global inverse motor function

2.2 Perception Schemes

A sensorial scheme similar to the one shown previously for the motor scheme is pre-
sented. In this domain, there is a perception direct function and a perception inverse
function connected in parallel. The net result of these two functions is to transform
(the “real world”) in a represented world: a version of the perceived world. The
inverse perception function cannot faithfully reconstruct the input: the real world; it
produces only its representation (Fig. 8). As in the case of the motor inverse func-
tions, a global inverse perception is proposed as well as a local incremental inverse
perception. The former generates an initial world representation ballistically, “at
first glance,” and the latter will refine the perception incrementally.

The perception scheme in Fig. 8 is supported by several living-brain computa-
tional models and experiments (Riesenhuber and Poggio 2000; Filimon et al. 2005).

2.3 Final Scheme

A final scheme is shown in Fig. 9. Errors are no longer labeled as such, but as
perception + representation errors, and would be the result of perceptual abduc-
tions (Shanahan 2005) modified by the represented world produced.

3 Important Schemes Missing

Other sensorial modality schemes are missing. Introducing these schemes would
demand schemes for parallel processing, which would demand consideration of
arbiter modules (Negrete-Martínez 2007). A more complete scheme requires the
addition of memory enriching the represented world and the postulation of the
dynamic enrichment of the memory by abductive reasoning.
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Fig. 8 Upper part: the basic perceptual scheme: here perception plays the role of a direct func-
tion and the inverse perceptions are inverse functions. The corresponding living-brain scheme is
presented in the lower part the figure

Fig. 9 Scheme 4 is a final scheme

4 Conclusions

Robot implementations suggest robot brain schemes with local incremental inverse
motor functions feeding their direct motor functions. Reported living brain experi-
ments on planning large movements suggest global inverse motor function schemes
feeding the same direct motor functions.

� Total perception is considered to be composed of a direct sensorial function and
an inverse perception function.
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� The role of the inverse perception function is to provide a representation of the
“real world” (by abduction).

� The inverse perception components are supported by living-brain models and
experiments.

The represented world is the result of the two inverse perceptions modulated by the
memory. The memory itself is modified by abducing reasoning. The action of an
incremental inverse motor function mediated by the direct motor function and sup-
ported by the two inverse-perception functions (these preceded by direct ‘sensing’)
suggests that actions are required to accurately represent the world.
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From Robots with Self-Inhibiting Modules
to Habile Robots

José Negrete-Martínez

Abstract I describe a new robot control architecture based on self-organization of
self-inhibiting modules. This architecture can generate a complex behavior reper-
toire. The repertoire can be performance-enhanced or increased by modular poly-
functionality and/or by the simple addition of new modules. I postulate that this
architecture can evolve, in the hands of the designer, to a Habile robot, a version of
Nilsson’s habile system. Each program module controls a joint motor or a motor for
a pair of wheels. Every module estimates also the distance from a sensor (placed in
the hand of the arm) to a beacon. If the distance is shorter or longer than a previously
estimated distance, the module drives its motor in the corrective direction; if the
movement produces no significant change in distance, the module self-inhibits. A
self-organization emerges: once a module self-inhibits, any module can be the next
to take control of the motor activity. The overall behavior of the robot corresponds
to a reaching attention behavior. This is easily switched to an‘adverse’ attention
behavior by changing the sign of the same parameter in each module. The addition
of a “sensor-gain attenuation reflex” module and a “light orientation reflex”module
provides an increase in the behavioral attention repertoire and performance enhance-
ment. The ‘brain’ is actually providing action induction rather than action selection.

1 Introduction

I postulate here that combining AI paradigms leads to artificial systems’ imple-
mentation smarter than their individual components alone. I suspect that this is
what the brain does dynamically. The mechanism of the brain makes its smartness
superior to that of other mechanisms because it is supported by a large menu of
resources used/combined by the brain on demand: the body-brain would be a habile
robot as described by Nilsson (1995). I discuss an architecture with self-organized
modules able to produce a complex attention repertoire that can be performance
enhanced or increased by modular multifunctionality and/or by the addition of new
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modules. Behavior oriented systems (BOS) and recurrent modular systems (RMS)
are two self-organizations that could generate habile robots. In some BOS, self-
organization emerges: in BOS1 by the interference of higher-hierarchy modules
with the inputs or outputs of subsumed modules (Brooks 1986) and in BOS2 by
spreading activation among behavior-generating modules (Maes 1990). In some
RMS self-organization emerges: in RMS1 by the modulation of some recipro-
cally oscillating modules (Beer 1990) and in RMS2 by scheduling recurrent self-
inhibiting modules, as we have proposed elsewhere (Negrete-Martinez and Cruz
2002).

In order to test the possibility of a brainlike system with a self-organized control
based on self-inhibiting modules, we built a simple RMS2 robot.

2 Implementation of an RMS2 Robot

2.1 Mechatronics

We built a hybrid RMS2 robot that is both ad hoc hardware and computer software.
The main mechanical part is a three-wheeled car that carries, on its deck, an artic-
ulated arm (consisting of a hand, elbow, and shoulder) plus a mount for a sensor in
the hand segment. Other functional parts of the robot include: five servomotors that
move the three joints of the arm and the sensor and two modified servomotors, each
of which drives a front wheel of the car (Fig. 1).

Another piece of hardware is composed of an infrared sensor (IRS) that receives
the light signal from a beacon B; an amplifier-filter-detector circuit (A-F-D) that gets
the IRS output signal; an analog-to-digital transducer (AD) to the computer; and a
digital-to-servomotor position transducer (DS) as the interface from the computer.
The software includes a payoff function, a decision function, and an action function.

Fig. 1 Body and motors.
Denotation of servos and
parts
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There is a beacon in the robot’s environment that produces a flickering IR light. This
light generates a corresponding square-wave voltage in the IRS. This voltage wave
is amplified and then filtered (in order to eliminate the high-frequency noise); the
resulting wave is filtered once again (detection) leaving only its DC envelope as the
output of the A-F-D.

2.2 Software

Implementing the Basic Self-Inhibiting Module (SIM). Figure 2 shows the basic
software organization scheme of the SIM. The process is implemented with a
‘while’ function of a C language in a PC. Each module, during its activation, reads
the light intensity coming from the IR beacon. A payoff function calculates the
difference in IR intensity before and after the module’s motor action and maps the
difference into a payoff value (−1,+1 or 0). Zero is within a predefined range near
zero. There is also a decision function that uses the payoff value to determine the
direction of the next movement. The module repeats the movement or its opposing
motion until the payoff is in zero range, at which point the module self-inactivates.
The movement generated by this module is actually a step movement added to the
joint’s present position in one direction or the other or, for the wheel motors, a
clockwise step rotation of the car.

In every module, the decision function uses an algorithm related to the ‘two-arm
bandit’ algorithm (Kaelbling 1993) inputting the payoff value and its own previous
output value. The decision function output has the same value as the last output
when the payoff is positive, switching to the opposite last output if the payoff value
changes to negative. The output value of the function (+1,−1) calculated by the
aforementioned algorithm is multiplied by a step value and then added to the last
action value stored in the function (Fig. 3). However, if the payoff value of the
movement is in the zero range, the function self-inactivates before proceeding to
calculate anything more. Every SIM is labeled with the name of the joint that it
moves: SHOULDER, ELBOW, WRIST. Joints labels are shown on the previous
picture of the robot (Fig. 1). The name WHEELS stands for the SIM that produces
rotation of the car.

Fig. 2 Implementation of a
generic self-inhibiting
module (SIM). The module
has an ad hoc hardware part
and a software part
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Fig. 3 Detail of the payoff,
decision, and action functions
of a SIM module

The Organization among the Modules. The modules are called in an endless
cycle by the computer’s main program. Their rotation was changed in the various
experiments.

Changing Parameters. For performance-enhancement purposes, we changed sev-
eral parameters of each module. A qualitative change in performance occurred when
the sign of the step parameter was changed.

2.3 Adding a Searching-Light Module

To avoid the stopping of movement due to the lack of light stimulation, a new mod-
ule was added to those previously described. This module produces a rotation of
the sensor mount in the absence of light and self-inhibits when a significant light
signal is encountered. Dubbed SENSOR-JOINT, this module acts on the ad hoc
mount of the IR sensor (Fig. 4). The mount rotates the IR in a plane parallel to
the hand. The SENSOR-JOINT differs from the rest of the modules in that it self-
inhibits when the payoff passes from positive to negative and it changes the sign
of the step every time the sensor-joint servo reaches its extreme position. Before
the SENSOR-JOINT self-inhibits, it calls another module, WHEELS, that rotates
the car by acting on the modified servos of each wheel. The module ’reads’ the last
angle taken by the sensor-joint and rotates the car in an angle similar to that angle

Fig. 4 Detail of the sensor
mount on top of the hand. It
is a pull-to-rotate gear box
that rotates the infrared
sensor parallel to the hand
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and then unconditionally self-inhibits. The SENSOR-JOINT is called by the main
program after every joint module is called.

2.4 Adding Hardware and a New Module

The A-F-D was modified so that the gain of the A stage could be attenuated by the
action of an added gain attenuating module (GAM). The module samples the output
voltage of the A-F-D and its activation moves a relay that attenuates the gain in the
hardware of the A stage. The activation is produced only when the output voltage of
the A-F-D reaches the saturation level of the AD. The module is not self-inhibiting.
GAM is scheduled by the main program after the call of each joint module.

2.5 Performance of the Robot

Scheduling the modules in different order in the first implementation of the RMS2-
ROB produced different approach movements of the arm and car toward the beacon.
In each of several trials, providing that the sensor picked up light from the beacon,
the grasping tool and its sensor eventually reached the beacon from all the initial
positions and attitudes of the robot. Irrespective of scheduling and long before the
robot nears the beacon, the arm is already in a grasping attitude. In its final posi-
tion the sensor’s tip frequently touches the beacon (Fig. 5). The addition of the
searching-light module allowed us to experiment with the robot in any initial attitude
or position, even facing away from the beacon. We could momentarily interrupt the
light or move the position of the beacon, and the robot would eventually turn to
face it. Before adding the searching-light module, when we changed the sign of
the step parameter in the decision function, we could reverse the reaching behavior
to an opposite ‘adversive’, behavior. However, without the SENSING JOINT, an
incomplete adversative behavior was produced. When the searching-light module
was included in the endless calling cycle, a very interesting behavior of turning
toward the beacon alternated with the adversive behavior. Without the GAM, the
robot searches for the nonsaturated regions of the emitted light when near the
beacon, producing a sidearm approach. When the GAM is incorporated the robot
reaches the beacon in a more direct way. The relative autonomy of the modules
suggests that the reaching action could not be completely suppressed even with the

Fig. 5 Position and attitude
of the robot at the beacon.
The sensor is nearly touching
the beacon
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external hindering of part of the robot’s movement. Thus, when we hindered the
robot’s movement with an obstacle, the arm still stretched out toward the beacon.
A similar arm behavior was observed when the beacon was placed too high for the
arm to reach.

3 Discussion

If we assign the term “burst” to the sequence of movements produced in a given joint
without interruption, the robot produces a series of movement bursts. The order of
the joint bursts as well as the duration changed during the observed behaviors (see
Table 1). This is a clear manifestation of an implemented self-organization.

The self-organization explains why there was an unexpected pregrasping attitude
of the arm long before it reached the beacon as well as why, when the car movements
were hindered or the beacon was out of reach, the arm-reaching behavior was still
found. In the RMS2-ROB, self-organization generates a behavior that is more than
a simple light-reaching behavior. It should be classified as an open-reaching neu-
rological attention; see previous simulations of a similar robot (Negrete-Martínez
et al. 2002). The SENSOR-JOINT is an attentive module per se. Its addition and
implementation is the solution of the problem implicit in the need to find the general
location of the object of attention—in this case, the beacon. The result is equivalent
to having implemented the orienting-reaction component of attention (Parasuraman
2000). The module SENSOR-JOINT is a modified copy of the self-inhibiting mod-
ules. As mentioned above, the module inverts the sign of the parameter step every
time the servo reaches its extreme position, which makes the servo oscillate in the
absence of light. The addition of this module can be seen as a case of the RMS.2-
ROB’s growth and evolution through a copy-modify-add policy. The implementa-
tion of a module that attenuates the amplification gain in the A-F-D is conceptually
the addition of a reflex ’on top’ of the whole attention behavior. This mechanism
has a role similar to the gain attenuation found in the retina circuits (Smith 2004).
The IR sensor, the A-F-D and the AD are nonintentional hardware implementations

Table 1 Bursts of Movements in the RMS2-ROB with the Orienting-Reaction Modulea

CALL/CYCLE 1 2 3 4 5 6 7 8
SENSOR-JOINT 94 3 3

WHEELS 1 1 1
SHOULDER 3 4 5 2 2 1

ELBOW 4 2 2 1
WRIST 4 3 6 5

a The rows of the table are the calling order of the endless program and the columns indicate the
program cycle turn. The numbers in the body of the table are the number of successive participa-
tions of the corresponding module in its turn. SENSOR-JOINT and WHEELS are the modules that
produce the orienting reaction and the rest of the modules are responsible for the reaching behavior.
WHEELS produces the rotating movement of the car. Note that in each cycle some modules did
not contribute to the movement of the robot. This qualifies the module as self-organized.
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of an equivalent single pathway cone-bipolar-ganglion cell chain of the vertebrate
retina—the sensor being a cone; the A-F-D, the bipolar cell and associated retina
circuit. The D stage in the A-F-D and the AD are performing some of the ganglion-
cell coding. A functional correspondence with a ganglion-cell field can also be
considered to be in the payoff function, which performs an evaluation of light inten-
sity contrast in the time domain, instead of contrast in space as the ganglion-cell
does. The unsolved conflict between the orienting-reaction and adversive-attention
behaviors shown in our experiments is similar to the commonly reported behavioral
conflicts in general ethology (Lorenz 1985). This conflict persistence has for the
robot, as well as for animals, a potentially adaptive value (the robot is turning away
but keeps sight of the beacon). The elicitation of an adversative behavior through a
change of sign in the step parameter in the joint modules can be seen as an instance
of multifunctionality (at least bifunctionality).

4 Conclusions

Since the calling of a module in RMS2 does not guarantee its sustained intervention,
the main program of this function is actually carrying out an action induction rather
than an action selection. We postulate that combining organizations should lead to
the implementation of more realistic brains for robots, i.e., the calling by program
of the self-inhibiting modules can subsume the SENSOR-JOINT and thus the GAM
module; the sensor-joint scanning can be implemented by a reciprocally inhibiting
organization; and the switching between reaching and adversive behaviors can be
accomplished by spreading activation among the modules. In our attempt to imple-
ment an RMS2 made primarily out of self-inhibiting modules, we have built a struc-
ture that must be conceptualized as the beginning of a robotic habile brain because it
is modular, self-organized, openly attending, multifunctional, and potentially evolv-
ing. This evolution has been detailed in one of my recent papers (Negrete-Martínez
2005). A more brainlike mechanism for a robot should be built out of ad hoc
hardware modules. Robots so built would provide the opportunity to explore the
behavioral restrictions imposed by the hardware harnessed to their electromechan-
ics. More important, however, is the fact that these robots would enable us to dis-
cover unsuspected emergent behaviors that would lead us to the implementation of
desirable unplanned reflexes and behaviors. The orienting-reaction conflict with the
adversive behavior in the experiments reported here is just such a case of the emer-
gence of a desirable variant appearing after the implementation of an unplanned new
behavior.

5 Future Work

Combining AI paradigms leads to the implementation of more versatile artificial
systems (habile systems). The desirable final prerequisites for the activity for a
future sapient system in the laboratory would combine AI resources, among them
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abduction performed on an explicit knowledge-memory structure. However, the
system must perform combined actions in the physical world that would result in
abductive modifications in its memory structure. This sapient performance is akin
to the human activity known as “meaningful learning.” I suggest that some evolu-
tionary steps have to be be taken before a laboratory robot can reach an initial state
of sapience. Each step is a directed coevolution process of skills that begins with
an improved mechatronics, continues with improved pattern recognition, and ends
with a symbol manipulation that adapts the previous improvements. Presently, we
are committed to a simplified implementation of the first step of such a directed
evolution.
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